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From The GM's Desk  
By Paul Sheahan, General Manager, KISTERS Pty Ltd 

Merry Christmas! Hopefully this year's Christmas break will be uneventful, unlike last year’s bushfire riddled season. 
My family will be returning to the NSW South Coast where we were part of last season’s mass evacuation and we 
will be looking for retail and other ways to support communities that have incurred significant loss. 

Over the year we have noticed that many organisations have undergone personnel and structural changes. New staff 
are sometimes expected to pick up the use of our software products though osmotic learning. We have run several  
introductory courses through the year, often including line and middle managers who need to acquire knowledge of 
capability and practice without necessarily needing to know how to perform data management and analysis. This 
seems to be an area where we can work with your organisation to provide managers with an overview of 
operational capability and practice. An example of how this might work would be a session of a few hours to a half 
day where we present alongside practitioners in your organisation to look at your organisation’s workflows and 
practices. Please contact me to let me know if you’d like our involvement in such a session. 

I have recently re-joined the committee of the Australian Hydrographers Association in the role of Vice President. I’m 
looking forward to the role and especially like to focus on connecting with field practitioners and ensuring that their 
views are both understood and heard. 

On behalf of the KISTERS Australia team, thanks for the opportunity to work with you this year. We strive to be client 
focused and value your feedback.  

 

Paul Sheahan 
General Manager 

KISTERS Pty Ltd 

 
 

 

 

Certified IT Security including Smart Meter Gateway 
Administration 
Introduction 

Aachen, October 15, 2020: The recertification of KISTERS Information Security Management System (ISMS) 
documents that the company's security standards continue to meet the high requirements of ISO/IEC 27001. Since 
initial certification in 2017, the scope has been expanded to include software development and support. "Security of 
our solutions, services and infrastructure is our highest priority. Through organizational and technical measures as 
well as constant review of infrastructure, processes, products and employees, we are constantly progressing in terms 
of information security. Recertification officially reaffirms our very high level of cybersecurity," says Klaus Kisters, 
CEO of KISTERS AG. "Secure digital solutions are becoming the focus of attention across all industries more and 
more. Corresponding certification provides transparency and assurance for customers and partners", confirms Ralph 
Freude, Head of ICT business line at TÜV Rheinland. This certification facilitates the formal use of KISTERScloud 
systems or services in connection with critical infrastructures. 
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This year some KISTERS sites were audited remotely due to the pandemic situation, naturally with the same rigor as 
on site. The newly established team of local information security officers in the KISTERS branches throughout 
Germany, who successfully prepared and supported the audits, has already demonstrated its effectiveness. 

Comprehensive Certification 

The scope of KISTERS’ ISO 27001 certification now covers the entire "KISTERScloud Services" business unit, including 
technical infrastructure, operating processes and personnel, the customer support for business units Water, Energy, 
Air, Environment, Health & Safety (EHS), and Logistics and Quality Assurance in Industry (LQI), and the software 
development for selected product areas of Energy and LQI. The additional certification of the Software-as-a-Service 
for Smart Meter Gateway Administration according to German BSI TR-03109-6 enables official system use by 
metering point operators. The KISTERS Data Centre in Aachen is also certified as TÜV Trusted Site Infrastructure 
(TSI). 

Hydrological Services America (HSA) joins the KISTERS Group 
With the acquisition of HSA, KISTERS expands its knowledge and portfolio to offer end-to-end data solutions across 
the water cycle. The combination of deep levels of applied knowledge make available hardware, software, services 
and customized solutions for hydrometeorology, water quality monitoring, telemetry and remote sensing. Solutions 
support environmental, municipal, and industrial customers who want to implement the Internet of Things to save 
money, improve asset performance and reduce risks. The merger will improve delivery of customer support and 
services to KISTERS’ existing clients, as well as the visibility of both companies in North America. 

Close cooperation and long-term partnership 

For more than 20 years HSA has been a very close partner of the KISTERS Group member, HyQuest Solutions of 
Australia which provides high quality instruments, data loggers and communication technology for a spectrum of 
environmental monitoring programs. Many HSA clients already utilize products designed and manufactured by 
HyQuest Solutions. 

Business continuity 

HSA will become KISTERS’ instrumentation competency centre as well as the logistic centre for HyQuest Solutions in 
North America. All current HSA staff, located in Lake Worth, Florida will stay on board and under the direction of 
Peter Ward, who remains CEO of HSA. Customer contracts remain unchanged and will be continued by HSA and 
KISTERS North America. 

Peter Ward states, "I am confident the acquisition by the KISTERS Group will generate significant synergies in 
expertise, sales and support. I look forward to continuing to deliver the highest level of customer satisfaction, even 
more competitive pricing and deepening our capacity to offer comprehensive solutions together." 
"We have always had the highest admiration for the support and service the HSA team provides. We are very proud 
to now join forces in North America, and be one team," adds Klaus KISTERS, CEO of the KISTERS Group. 

External Facing Server in Canberra 
KISTERS has recently commissioned a significant server in our Canberra office, from which we can provide various 
services to our user community. The server is a Dell PowerEdge R740 with 24 CPUs and 256 GB of memory running 
ESXI-3 hypervisor so we can run up virtual machines as needed. The office network has been split into separate 
internal and external domains, and Citrix has been installed for easy access by external users. We have a 140TB 
Synology NAS for first level backup, with the ability to replicate from there to the Amazon cloud should we need to. 

With this new infrastructure we are in a good position to initiate a range of new services for our client community: 

• We can train our users in all KISTERS products, using a public facing training system accessible from a browser 

• We have a potential demonstration platform for all KISTERS products 

• We have the possibility to provide a joint development platform for major projects working with clients 

• We are considering the possibility of offering Hydstra and WISKI as a service for smaller clients 
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We have already provided some basic Hydstra training using this new infrastructure, so please contact us if you're 
interested in remote training, using Microsoft Teams. 

We have initially put up demonstrations of a few small bits of Hydstra web infrastructure, including: 

• http://vm-hyd-webdemo.canpa.kisters.net/static.htm - a demo of a tiny Hydstra web site 

• http://vm-hyd-webdemo.canpa.kisters.net/mobile/#surfacewater - a demonstration of a small-screen mobile-
friendly Hydstra web site 

• http://vm-hyd-
webdemo.canpa.kisters.net/cgi/webservice.exe?{%22function%22:%22get_db_info%22,%22version%22:%223%2
2,%22params%22:{%22table_name%22:%22site%22,%22return_type%22:%22hash%22,%22filter_values%22:{%2
2station%22:%22HYDSYS01%22}}} - a demonstration call to a Hydstra web service 

 

 

Hydstra Product News 

Hydstra V13 Released 

Many of our users have upgraded to Version 13, which was released in May of this year. Please consider upgrading 
soon, particularly if you are still running older V10 or V11 systems, as they have become unsupportable. Contact 
support@kisters.com.au for details on how to download the latest version. Note that you can only upgrade one 
version at a time, so if you are still on V11 for example, you need to go V11->V12, and then V12->V13. 

If you don't feel confident to perform the upgrade yourself, KISTERS can assist as a small paid consulting project, 
provided of course that we can gain access to your server through VPN or Citrix. For very small systems another 
option is for you to send us the whole system either on a hard drive or as a zip file uploaded to Dropbox. We will 
upgrade it, and return it to you upgraded to the current release. This of course assumes you can live without it for a 
while. 

Un-draining The Swamp 

There is a popular trend these days to push time-series data to various forms of data lakes, data warehouses and 
other types of secondary storage. In essence this involves attempting to synchronise changes from Hydstra to 
somewhere else in the smartest possible way. 

In order to simplify the process we have developed a new time-series export program HYTSEXPORT (the name is 
parsed as HY_TS_EXPORT and not HYT_SEX_PORT) which is designed to be run on a change trigger or scheduled task, 
and output time-series in a variety of configurable text formats ready for uptake into other systems. HYTSEXPORT is 
all-Delphi, and hence much faster than HYGENEXP, which involved running HYXMLOUT, parsing XML, and writing 
text - double handling in effect. 

The principles behind HYTSEXPORT will be familiar to anyone who has used HYWDTF_OUT, HYXMLOUT or HYGENEXP 
- the program sweeps time-series files for changes, and outputs anything that has changed since the last run. Since 
the most common change in a real-time system is simply the addition of a few points to the end of a trace, 
HYTSEXPORT keeps a cache of the latest block, and only sends points that have changed at the end of the latest 
block if that is all that has changed. This makes for very small transactions on a live telemetry file, for example. 
However if a user edits earlier data to clean it up, then whole blocks of edited data will be re-transmitted. 

http://vm-hyd-webdemo.canpa.kisters.net/static.htm
http://vm-hyd-webdemo.canpa.kisters.net/mobile/#surfacewater
http://vm-hyd-webdemo.canpa.kisters.net/cgi/webservice.exe?%7b%22function%22:%22get_db_info%22,%22version%22:%223%22,%22params%22:%7b%22table_name%22:%22site%22,%22return_type%22:%22hash%22,%22filter_values%22:%7b%22station%22:%22HYDSYS01%22%7d%7d%7d
http://vm-hyd-webdemo.canpa.kisters.net/cgi/webservice.exe?%7b%22function%22:%22get_db_info%22,%22version%22:%223%22,%22params%22:%7b%22table_name%22:%22site%22,%22return_type%22:%22hash%22,%22filter_values%22:%7b%22station%22:%22HYDSYS01%22%7d%7d%7d
http://vm-hyd-webdemo.canpa.kisters.net/cgi/webservice.exe?%7b%22function%22:%22get_db_info%22,%22version%22:%223%22,%22params%22:%7b%22table_name%22:%22site%22,%22return_type%22:%22hash%22,%22filter_values%22:%7b%22station%22:%22HYDSYS01%22%7d%7d%7d
http://vm-hyd-webdemo.canpa.kisters.net/cgi/webservice.exe?%7b%22function%22:%22get_db_info%22,%22version%22:%223%22,%22params%22:%7b%22table_name%22:%22site%22,%22return_type%22:%22hash%22,%22filter_values%22:%7b%22station%22:%22HYDSYS01%22%7d%7d%7d
mailto:support@kisters.com.au
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HYTSEXPORT can also output computed data such as flows and volumes. It is also clever enough to recognise that 
ratings or capacity tables have changed, and re-transmit any affected data - which may be quite a lot.  

The program can output data exactly as stored, in point mode, although this does require a deal of intelligence in the 
receiving system to interpret datatrans correctly and perform the complex calculations required to calculate 
statistics like daily means and totals. Alternatively we suggest you consider that only fixed time data be stored in the 
lake, e.g. 15 minute values. This makes computation of aggregated periods quite simple, and replacement of data 
easier, as you can match on date/time. If you store irregular data you have to deal with the possibility that point 
times can change in Hydstra, so you must not assume you can match on date/time, but rather you have to delete a 
period of changed data and replace it with new data. HYTSEXPORT can provide block information to assist in the 
process. 

Amongst the more interesting features of HYTSEXPORT are: 

• Flexible output format - selectable field list 

• Configurable field and line delimiters 

• Optional site and variable metadata 

• Configurable date/time formats 

• Full mode/Change mode/Partial Period Mode 

• Run date on each point for keeping infinite point history in the swamp 

• Point mode option for irregularly spaced data 

• Block indicators for point mode delete/replace 

• Quality code recoding to arbitrary names 

• Quality code description output from QUALITY table 

• Configurable special value for missing data, e.g. -999999 

• Configurable file naming - all in one file, or site files, or site/variable files 

• Configurable trace naming rather than just variable names 

• Mapping variable numbers to sensible names 

• Perl or Python post-processing built in 

• Time of max and min values for period based max/min 

• Report format to distinguish between level type data and total type data 

• Output compression option to reduce file sizes 

• Output comments from time-series 

• Optional column headings at the start of each file 
If you are planning a data lake, warehouse or swamp, please take a look at HYTSEXPORT, available now in the latest 
V13 patch. A V12 version can be delivered upon request. 

 



6 

Hydstra Support for New Sontek RS5 ADCP 

HYGAUGE supports importing data from Sontek's new RS5 ADCP. See https://www.sontek.com/rs5 for more details 
on the RS5. The latest V13 patch will include the Sontek RSQ driver: 

 

If you have your own copy of HYGAUGE.INI, the relevant line in the [File Open] section is 

Sontek RSQ File = *.dis, hygauge.riversurveyor_live.pl 

combined with a version of hygauge.riversurveyor_live.pl dated 20 Oct 2020 or later. 

 

Sontek RS5 in action 

Standard Hydstra Environment Variables 

When a process is run under a Hydstra environment (i.e. from HYXPLORE or from any job run below 
SET_HYDSTRA_ENV.BAT) a number of useful Hydstra related environment variables are automatically set and are 
available in batch jobs. Amongst the useful environment variables are: 

• Commonly used paths - DBFPATH, INIPATH, JUNKPATH, MISCPATH, PRMPATH, PTMPPATH, RUNPATH, 
TEMPPATH, TSPATH. All paths have a trailing backslash included, so DBFPATH will be something like 
h:\hyd\dat\dbf\. If the path isn’t automatically set already in the environment, you can set it with a call to 
HYSETENV, for example call hysetenv hydpath workpath. 

• Time and date related variables specifying when the process or CMD box was started, including HOUR, MINUTE, 
SECOND, DAY, MONTH, YEAR, DOW (day of week, starting from Monday=1) and DAYNAME (e.g. Tue). These are 
useful for creating dated filenames and subfolders. A specific DATEDIR variable resolves in the form 2020\08\25, 

https://www.sontek.com/rs5
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and REPDIR resolves with current day's report folder under PTMPPATH, e.g. 
h:\hyd\adm\ptmp\reports\2020\08\25\.  Incidentally don't assume the folder is already there - make it each time 
just in case with mkdir %repdir%. 

• Finally SERVERTHREAD defines the thread number if run under SVRRUN, or '00' if  not, and is useful for creating 
unique file names like report files and lock files in order to prevent collisions. 

Fun with Relative Dates 

All Hydstra parameter screen programs that request dates or dates and times, e.g. HYEXTR, HYPLOT etc, can be 
configured with relative date expressions. Relative dates are useful in scripts in particular, in that they allow one to 
request dates relative to the present, using the letter N instead of a date component to indicate the corresponding 
component in Now. Furthermore simple arithmetic is supported in relative date expressions.  Read up in the Help 
file on Hydstra Time and Date Conventions, or simply search for relative. Relative dates may be used in batch jobs, 
HYBATCH.INI, SVRCRON jobs, and bunch of other places. A few examples will illustrate the use of relative dates: 

Midnight tonight 00:00_N+1/N/N (note there is no 24:00 in Hydstra, it is always 0:00 on the 
next day) 

Midnight tomorrow 00:00_N+2/N/N 

The first of next month 00:00_1/N+1/N 

Thirty days ago 00:00_N-30/N/N 

The start of next year 00:00_1/1/N+1 

The last day of the month 00:00_31/N/N (note that 31 always signifies the last day of the month even if 
the month has fewer days) 

The start of the next hour N+1:00_N/N/N 

9am on the last of the month  0-15_00_N+1/N/N (note how we subtract 15 hours from the start of next 
month) 

You can test these expressions using program HYDATE from the command line: 

hydate N+1:00_N/N/N 
11:00_27/08/2020 fell on Thu (RelTime = 220716660) 
 
hydate 0-15:00_1/n+1/n 
09:00_31/08/2020 fell on Mon (RelTime = 220722300) 

It is worth noting that there are functions in the Perl and Python time libraries distributed with Hydstra that 
implement some relative date handling in Prm format times, but there are subtle differences - check carefully the 
module doco. 

Is Your Hydstra System Broken? 

The answer is almost certainly yes, the only question that remains is - how badly broken? Read up on HYGIENE and 
give it a whirl. The more broken your system is, the more red there will be in the final report. HYGIENE can take a 
while to run (a while being anything between half an hour and the best part of a day depending on the size of your 
data). We recommend you run it with the results going to a file which you can look at later, and a suggested file 
name is &hyd-ptmppath.reports\hygiene.htm, assuming you have a reports subfolder under PTMPPATH (make it if 
you don't). 

If anyone manages to get all green on their HYGIENE report, let us know and we will induct you into the HYGIENE hall 
of fame - an honour reserved for but one agency at the moment! If you send us a screen dump of your (genuine) 
results, your agency name, and your photo if you wish, instant kudos will be credited to you in the next newsletter! 
Alternatively you might like to join the hall of shame with a dump of how many red lines you have - we can blot out 
your agency name if that is too embarrassing! And a most-improved award will be given to the best improvement in 
a month. 



8 

Tidying Up Your Hydstra System (Part II) 

We discussed some techniques for tidying up your Hydstra system in the last Newsletter. Here are a couple more 
tips: 

In HYDPATH (\hyd\dat\hyd) you should generally only have files with extension '.A' - unless of course you have 
changed the archive datasource in DATASRC.INI via HYDSWIZ. If you find any .B or .Z files in the HYDPATH folder they 
cannot be seen by any Hydstra process, and should be deleted. 

In older version of Hydstra we left .BAK files in the HYDPATH folder. In later versions backups (if configured in 
HYDSWIZ) are usually kept in a BACKUP folder under HYDPATH. Any .BAK files in HYDPATH, particularly if they are 
years old, can probably be deleted on sight. The same rule applies to WORKPATH and other datasources - any very 
old .BAK files can almost certainly be deleted since there will be more recent ones in the BACKUP subfolder. 

ODBC Drivers and Locale Settings 

The format of dates returned by various ODBC drivers including Hydstra/ODBC seems to be dependent on the Locale 
setting of the host computer. If you're in Australia for example, but see dates coming back from ODBC in 
MM/DD/YYYY format it will be a Locale problem. You can check your locale from Control 
Panel/Region/Administrative/Change System Locale. Make sure your Locale matches your local regional and date 
format settings - there seem to be a bewildering number of places where Windows plays with date formats. We 
have certainly seen cases where one user gets dates back in one format and the next user sees a different format. 

 

Keep Your Desktop Tidy with Fences 

If you like to keep a lot of shortcuts on your desktop you may find, as I do, that it is infuriating when you change 
screen sizes and everything moves about randomly. I uses a small product called Fences from Stardock that keeps 
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my desktop more or less under control. See https://www.stardock.com/products/fences/ for more details. It's a 
cheap as chips ($AUD 22.99 per business licence) and I buy a copy for every computer I own. 

 

Desktop organised with Fences 

Modifying Plots in Perl and Python 

If you really want to get down into the weeds, it is possible to modify a plot from Hydstra using Perl or Python. The 
trick is to direct your plot to WIJ format, which is a JSON implementation of the WIP plot system. WIJ format is 
largely undocumented, and is likely to remain that way, but feel free to try and reverse-engineer it. If all you need to 
do is change some text it's pretty simple, but it gets messy quickly! 

If you want additional punishment, output to WIX instead, which is an XML equivalent of WIJ. 

STNINI Overrides in HYAUDIT 

HYAUDIT often requires parameters for a test be set up in STNINI first. An example is the Data Within Range test, 
which requires a HYAUDIT entry of the form: 

[Stage Data Within Range] 
Test Type       = Data Within Range 
Short Name      = Stage Data Range  
DataSource      =  A 
VarFrom         = 100 
VarTo           = 100 
STNINI Keyword  = STAGERANGE 

And then you need to set up a STNINI entry for at least site 0, and possibly for every site, with realistic stage ranges. 

For many parameters the ranges don’t change between sites, and it's a pain to have to set up a SITE 0 entry in STNINI 
just to configure the test, so we have added a STNINI Override keyword which allows you to specify the limits 
directly in the HYAUDIT section: 

[Temperature Data Within Range] 
Test Type       = Data Within Range 
Short Name      = Temperature Data Range  
DataSource      = A      
VarFrom         = 400 
VarTo           = 400 
STNINI Override=-5,45 

This feature is available in recent V13 patches. 

https://www.stardock.com/products/fences/
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Correction re Computing Water Year in MODSYN 

It turns out that in agencies with a water year not starting in January, the water year is designated by the year in 
which the water year ends. See https://en.wikipedia.org/wiki/Water_year: The water year is designated by the 

calendar year in which it ends, so the 2010 water year (USGS) started on October 1, 2009 and ended on September 
30, 2010. 

So the MODSYN code should be: 

wateryear=iif(smonth>1,iif(month()>=smonth,year()+1,year()),year()) 

GDA2020 and MGA2020 

If you wish to support the latest map datums of GDA2020 and MHA2020 in the SITE table you will need to add them 
to the relevant CODEs - GRDATUM and LLDATUM. If you change a site to the latest datums, HYMANAGE can check 
them using the Data/Check Location option. 

Unfortunately we don’t have any tools to convert from older datums to GDA2020, We're sure your mapping group 
can do it. We suggest you export to CSV , get them to do the conversions, then import to a work area and use 
HYDBUTIL UPDATE to bring the new values back in. There is also a web-based tool AusDatum - 
https://www.binaryearth.net/AusDatumTool/ - that should do the trick - it can also do batch conversions we believe. 

Have a look at https://www.spatialsource.com.au/surveying/gda2020-and-overcoming-the-web-mercator-dilemma 
for an interesting discussion on map coordinate systems and transformations. 

Anyone Still Using MAPWEB.EXE? 

If not we would like to remove it - it's very old technology and there are much better ways of showing data on the 
web, including Hydstra/WEB and HYQUICKWEB. Please let us know if you still use MAPWEB. 

WISKI Product News 

Release Management and Client Base 

Many of you have already updated to our latest release, WISKI 7.4.11. Chief among the changes in 7.4.11 is the 
integration of the Standard Portal and its applications. An out-of-the-box feature, as part of the standard WISKI 
installation users will be able to utilise the modern web interface to access, graphically present and export data in 
the Data Viewer app, configure import/export and scheduled tasks with the slick new KiDSM app, as well as keep an 
eye on system performance and track errors using the integrated diagnostic apps Process Analytics and Application 
Metrics.  

For more information on these apps and their function, check out our downloads page for a range of user manuals, 
or drop us a line using the details provided in the WISKI Support section below. 

WISKI 7.4.11 Update 

The current service release for WISKI 7.4.11 is SR11. While 7.4.7 customers should consider updating, those using 
7.4.9 are still well placed and receive the latest fixes present in our current product versions. As part of the upgrade 
process, it’s a good idea to review your production server’s specifications relative to the recommendations 
stipulated in our deployment guide (available on our download portal, shoot us an email if you need credentials).  

These recommendations are always highly dependent on the usage characteristics and the volume/type of data in a 
system, so get in touch if you’d like some tailored advice on how to approach upgrading specs on your server to get 
your system running as swift as possible.  

  

https://en.wikipedia.org/wiki/Water_year
https://www.binaryearth.net/AusDatumTool/
https://www.spatialsource.com.au/surveying/gda2020-and-overcoming-the-web-mercator-dilemma
http://kisters.com.au/downloadswiski.html
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WISKI Python Library 

The kisters.water.time-series Python library acts as a wrapper around the calls provided by the KiWIS API and 
therefore makes it significantly easier to access your WISKI data via the Python programming language. The library 
offers various methods for accessing data in different formats and provides functionality to write data to common 
file formats, such as ZRXP.  

The library is publicly available and can be found in the PyPi repository (https://pypi.org/project/kisters.water.time-
series/) and is installed using pip. A basic documentation page is also available: https://kisterswatertime-
series.readthedocs.io/en/latest/index.html.  

The library allows for two methods to access data via KiWIS. The first is a timeseries data optimized access which 
allows the user to read time series data directly into pandas data frames while querying time series using the familiar 
time series path or time series id. Below we will showcase some of the core functionality of the kisters.water.time-
series Python library using code examples. 

First import the KiWISStore class from the kisters.water.time_series package and connect to a KiWIS test 
server. 

 

The KiWISStore allows us to query time series by ID, path or using a filter. The ID and path queries will return a single 
time series, while the filter will return a list of time series.  

 

Once we have a time series loaded, we can access its related metadata.  

 

Or access the time series data directly by loading it into a dataframe and for example plotting it.  

 

from kisters.water.time_series.kiwis import KiWISStore 

kiwis = KiWISStore('http://kiwis.kisters.de/KiWIS2/KiWIS') 

ts = kiwis.get_by_id(7411042) 

ts = kiwis.get_by_path('DWD/07367/Precip/CmdTotal.1h') 

tss = kiwis.get_by_filter('DWD/07367/*/*') 

print(ts.metadata) 

{'from': datetime.datetime(2007, 12, 1, 0, 0, tzinfo=tzoffset(None, 3600)), 

 'to': datetime.datetime(2019, 12, 10, 23, 0, tzinfo=tzoffset(None, 3600)), 

 'tsPath': 'DWD/07367/Precip/CmdTotal.1h', 

 'shortName': 'CmdTotal.1h', 

 'id': 7411042, 

 'name': '0 Stundenwerte', 

 'dataCoverageFrom': datetime.datetime(2007, 12, 1, 0, 0, 

tzinfo=tzoffset(None, 3600)), 

 'dataCoverageUntil': datetime.datetime(2019, 12, 10, 23, 0, 

tzinfo=tzoffset(None, 3600))} 

df = ts.read_data_frame('2018-01-01', '2018-01-02') 

df.plot() 

 

https://pypi.org/project/kisters.water.time-series/
https://pypi.org/project/kisters.water.time-series/
https://kisterswatertime-series.readthedocs.io/en/latest/index.html
https://kisterswatertime-series.readthedocs.io/en/latest/index.html
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The second method allows a 1-to-1 access to the familiar KiWIS API calls, either in JSON format or parsed into a 
dataframe.  

First we import the KiWIS class and connect to a KiWIS test server.  

 

Once connected to the KiWIS server the standard KiWIS calls can be accessed as a function of the KiWIS class. KiWIS 
queryfields can be passed to the function to get a filtered result or define returnfields.  

 

For further information on the WISKI Python API, example Jupyter notebooks, or training please get in touch with 
WISKI support.  

KiWQM – Data Plausibility Checks 

KIWQM’s built-in data plausibility checks provide a mechanism to easily obtain an overview as to the quality and 
reliability of your sample results. These data validation checks or tests allow you to have more confidence in the data 
that you are collecting, managing and ultimately reporting on. Whilst this functionality has been around for some 
time it is worth focusing on again as it is continuously being improved and expanded and you might like to consider 
its use as part of your ongoing QA/QC processes. These data checks can be configured in the “KiWQM – 
Configuration” explorer view as shown below: 

 

from kisters.water.time_series.kiwis import KiWIS 

kiwis = KiWIS("http://kiwis.kisters.de/KiWIS2/KiWIS",datasource=0, 

create_pandas=True) 

sl = kiwis.getStationList() 

ts_list = kiwis.getTimeseriesList(returnfields='ts_path', 

                                     station_id= "23442",  

                                     stationparameter_name='N') 
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You then select from a list of available checks (tests) some of which are described in more detail below.  

• Extreme value tests: Checks for values that are of a given % above or below previous results for the same 
station and parameter within a given time frame 

• First value test: Checks if this is the first result for this parameter at this station within a given time period 

• Quantification limit tests: Checks if the result is outside the quantification limits specified for the parameter 
method 

• Percentile tests: Checks if the result is above or below specified upper and lower percentiles using a variety 
of methods (EXCEL, Lorenz, SAS, VDI, Hazen) 

• Test against comparison lists: Checks if the result is within the range specified in a given comparison list or a 
station dependent comparison list 
 

There are a number of additional settings such as whether to include data across different measuring programs, 
setting a quality limit so that data with a lower quality is not considered in the calculations and whether to only 
include data from the same season or month for example. 

One or more of these tests can be run against a set of data and rules can be applied based on whether the data 
passes or fails these tests. The rules can apply changes to the quality codes, result status and standard remark fields. 
For example, you might apply a rule that says if all my checks are passed then set the quality to “10”, the status to 
“Confirmed” and the standard remark to “Auto: Passed seasonal range check” as shown below: 

 

You can run a set of tests manually against a set of data in the sample table by selecting Plausibility check... from the 
context menu of a sample table in parameter-oriented mode. 
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Running the check over your dataset gives you a quick, colour coded visual of whether your data is passing, failing or 
perhaps not applicable (say in cases where there are no method quantification limits for example). You can then 
proceed to execute your defined actions to change the quality code etc. based on these results. In addition, the 
results of the test run can be saved. 

 

The ongoing results of these tests can be seen in the “WQ plausibility runs” explorer view which provides various 
dashboards graphing the results of the tests and with the ability to drill down into the results to explore further. 
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A set of tests can also be run automatically on import by defined a plausibility check in the system setting: KiWQM > 
Import > CSV Import: plausibility check of samplings. In addition you can set a set of tests to run via the batch import 
with the following command: 

runplausicheck(<configuration name>, <filter name>) 

<configuration name>: Name of Plausibility check configuration. 

<filter name>: Name of saved global filter for samplings. 

KISTERS Water Portal Applications – Automated Reporting  

The range of applications of the web-based Water Portal are growing through the interest of our user community 
and KISTERS R&D activities. 

One very interesting new application for reporting is the Bulletin Management application. This web-based interface 
allows users to create forecasting bulletins based on given templates with up-to-date monitoring data, approved 
forecasts and pre-configured weather or flood information. The application facilitates daily work routines by 
providing customised templates for different bulletin types and provides automated processes for data completion 
and data upload including date and time, the forecasters name and most of the forecast and observed values.  

The application supports different approval mechanisms. After being approved, bulletins are locked for editing but 
can be viewed by authorised users and are stored for reference. The application also serves as a general bulletin 
management system which archives bulletins and their templates and makes them searchable. 
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A GUI example is  presented above which follows the look and feel of the KISTERS web applications. The GUI shows 
the status of the bulletin and additional meta data including: 

• the bulletin name, type and category of the bulletin 

• the editors and approvers and 

• the bulletin publishing date, creation time, due time and remaining time (used for the notification service). 
 

The options tab allows one to view the bulletin as PDF, edit (required for the editing and approval process), 
download and delete the bulletin (if the user has sufficient rights to do that). The GUI has additionally filter options 
based on bulletin type and time and a free text filter for all meta data attributes.  

The architecture of the BM application follows the concept to separate form definitions and input sources (manually 
and automated). The form definitions are contained in report templates, whereas the inputs are either over the 
web-based GUI interface (automated as part of the creation process or manual as user input) or scripted using 
Python scripts and the KiWIS API. An overview is given in the schema below. 
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The Report Template is an Open Document Text (ODT) document that contains a special set of elements called 
placeholders. A placeholder is special text that is replaced by the BM application with an input.  

Inputs are created by different sources.  

• Portal inputs are information like reference date, time of a bulletin and the user name of the editor and 
approver. Theses inputs can be included in any report template automatically without any user interaction. 

• Script inputs are automatic inputs and use the KiWIS connector to retrieve data from the WISKI Backend. 
Through a Python script observed and forecast data is retrieved and replaced in the report template. The 
placeholders are mainly tables with observed and forecast time series data or graphical representation of 
the time series. Also images and external sources of data can be integrated using the Python scripts. 

• The third source is the user (User inputs). Different placeholders are directly replaced with the inputs 
defined by the user. These inputs can be free text like the description of the current weather/flood situation 
or a selection of previously defined values like the station group to use in the bulletin. 

Once the BM application has collected all the inputs from the different sources, the placeholders are replaced with 
the data defined in the inputs and the bulletin document is created. 

We have also built around the forecasting and reporting workflow of the BM application, two other web applications 
to select the best forecast from different forecast scenarios or ensembles/ensemble members and a discussion 
service.  

Please contact Chris if you have further questions to the BM application or the mentioned forecasting workflow.  

Checking Status of Ports Required for WISKI 

As part of a WISKI installation, a number of ports need to be opened to permit communication between the WISKI 
server and other machines, as well as the standard function of the system. Traditionally, most folks will use the 
telnet command-line tool for spot checks: 

C:\Windows\system32>telnet wiski.kisters.de 3389 
Connecting To wiski.kisters.de... 

Which will deliver a blank screen if the port is open. Or you could use netstat for a more thorough look: 

C:\Windows\system32>netstat -an |find /i "listening" 

Which, in this case, will deliver a list of all listening ports on the current machine. There is also the CurrPorts tool, 
which can list all of your currently open TCP/IP and UDP ports on the machine in a pleasant GUI: 
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While treated with suspicion by those of the DOS generation, Windows Powershell has a lot of features additional to 
those you’ll find on your humble command line, including one such command (or cmdlet) to test ports, which you 
may find more useful. 

To check the status of a particular port on a local or remote machine, in a Powershell window, enter: 

test-netconnection -computername {DNS name/IP} -port {port_number} 

After filling in the curlies with your machine and port of interest, this will give you a running status of the connection 
attempt, followed by the following report, indicating how things went: 

PS C:\Windows\system32> test-netconnection -computername wiski.kisters.de -port 3389 
 
ComputerName     : wiski.kisters.de 
RemoteAddress    : 10.2.00.22 
RemotePort       : 3389 
InterfaceAlias   : Ethernet 4 
SourceAddress    : 10.2.00.11 
TcpTestSucceeded : True 

To bring it back to WISKI, this tool can be used on your local machine or the server on which the system is installed 
to quickly check ports. This is a good idea if the port required by the WISKI client (7430) is open, but other ports 
necessary for interface with the TSM component might be closed, where often the following error is a symptom: 

 

You may wish to combine several commands in a script to check several at once, which would be handy for a system 
administrator responsible for installing the client on multiple user machines. 

For a local machine connecting to a remote server, the following ports need to be open on both ends: 

• 7420 

• 7421 

• 7430 

• 7442-7459 

• 7480 
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• 7481 
 
This is of course all available in the WISKI Deployment Guide (see section 4: Installation requirements for the full 
port matrix for each component), available from our download portal. 

News from KISTERS Overseas 

Staying Connected Globally 

KISTERS offers a global Service Portal for our customers and other interested parties. The Service Portal supplies 
non-registered users with press releases and general brochures from the company and the Business Units Water and 
Energy. Further features are available for our licensed customers such as the latest WISKI releases and specific 
application information and other internal knowledge of your licensed software. 

By clicking on the Newsletter section of the Service Portal you can subscribe to various newsletter where you can 
receive up-to-date information about the company and of the business activities in KISTERS water and monitoring 
solutions. These newsletters also provide information about access to various resources such as online webinars and 
training events.  

KISTERS global Service Portal:  https://serviceportal.kisters.de/en/ 

 

 

Please feel free to subscribe to the available newsletters or register for the client portal. For users of the client 
portal, we do however suggest, to use the software download option for WISKI from the Australian download portal 
at:   

http://kisters.com.au/downloadswiski.html. 

An overview of news from our offices in Europe and America is accessible via the following links: 

https://water.kisters.de/en/press-room/ 

https://serviceportal.kisters.de/en/
https://water.kisters.de/en/press-room/
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https://water.kisters.de/en/news/ 

https://www.kisters.net/NA/news/ 

 

 

 

 

 

 

 

 

 

 

Staff News 
The KISTERS Australia Christmas dinner was held this year at the Waters Edge restaurant on the lakeside in Canberra. 
A fun time was had by all, and some of the Kris Kringle gifts were truly hilarious. Many were so desirable that they 
were stolen not once, but twice! Before the dinner we were treated to a guided tour of the artworks of 
Reconciliation Place, a memorable and somewhat sobering walk, diminished only by the bitingly cold wind and 
squally showers of our wet La Niña Australian summer! 

  

  

 

Information 
This newsletter is published by 
KISTERS Pty Ltd and edited by 
Peter Heweston. It is distributed 

using MailChimp 
(www.mailchimp.com) 

Homepage: 
http://www.kisters.com.au 

https://water.kisters.de/en/news/
https://www.kisters.net/NA/news/
http://www.mailchimp.com/
http://www.kisters.com.au/
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All personal KISTERS Pty Ltd 
email addresses in Australia are 
of the form 
firstname.lastname@kisters.com.
au, but all general support and 
accounting emails should be 
addressed to 
support@kisters.com.au . 

Canberra 

Unit 4A, 24 Mahony Court 
Weston ACT 2611 
Email: support@kisters.com.au 

PO Box 3476 
Weston Creek ACT 2611, 
Australia 

Phone: +61 2 6154 5200 
Fax: +61 2 6288 9061 
Email: support@kisters.com.au 

Hobart 

Level 8, 39 Murray St 
Hobart Tas 7000 

GPO Box 1390 
Hobart, Tas. 7001 
Email: support@kisters.com.au 

Hyquest Solutions 
Australia Pty Ltd 

PO Box 332 
Liverpool BC, 1871, NSW, 
Australia 
48-50 Scrivener St 
Warwick Farm, NSW, 2170 
Ph: +61 2 9601 2022 
Fax: +61 2 9602 6971 
Email: 
sales@hyquestsolutions.com.au 

Hyquest Solutions New 
Zealand Ltd 

PO Box 15 169 
Dinsdale  
Hamilton 3243 New Zealand 

Core Facilities Building 
Waikato Innovation Park 
Ruakura Lane 
Hamilton 3214 New Zealand 

Phone: +64 7 857 0812 (DDI) 
Fax: +64 7 857 0811 
Mobile: +64 21 489 617 

Email: 
sales@hyquestsolutions.co.nz 

Sacramento 

KISTERS North America 
1520 Eureka Road, Suite 102 
Roseville, CA 95661 USA 
Phone:  +1 916 723 1441 
Fax:  +1 916 723 1626 

Aachen 

KISTERS AG 
Pascalstrasse 8+10 52076 Aachen 
Nordrhein-Westfalen, Germany 
Phone: +49 (0)2408 9385 0 
Fax: +49 2408 9385-555 
Email: info@kisters.de 

Africa 

Gina Gaspar 
AQUATRES 
Email:  aquatres.sa@gmail.com 
Mobile:  +27 82 713 8491 

France 

Kisters France SAS 
147, avenue Paul Doumer 
92500 Reuil-Malmaison 
France 
Phone: +33 1 41209-200 
Fax: +33 1 41209-229 
Email: info@kisters.fr 

Italy  

Temistocle Li Vigni 
Certified Practicing Hydrographer 
GEOSPHERA Hi-Tech Supplies Srl 
Via Panoramica 85 – 80056 
Ercolano (NA) - Italy 
Phone: +39 081 7779059 
E-mail: 
geosphera@geosphera.com  
Web: www.geosphera.com  

Spain 

KISTERS Ibérica s.l. 
Calle de Hernando de Acuna No. 
34, Planta 1a, Oficinas 3 y 4 
47014 Valladolid 
Spain 
Phone: +34 983-330744 
Fax: +34 983-341502 
Email: iberica@kisters.es 

 

Shanghai 

KISTERS Shanghai Software 
Development Co. Ltd. 
6D, No. 438, Pudian Road 
Pudong New Area 
200122 Shanghai 
China 
Phone: +86 21 68670119-801 
Email: info@kisters.cn 
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