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From The GM's Desk  
By Paul Sheahan, General Manager, KISTERS Pty Ltd 

Hello friends,  

How amazing is 2020, full of challenges and learnings! From the sound of it, most organisations are coping well and 
many positives are being found in the changed working arrangements. With the current restrictions in cross border 
travel, we have decided that it is very unlikely that we will be able to host a user group meeting later this year and 
we will start looking at alternative activities. 

We have released Hydstra v13 and assisted several clients in their upgrades, so a gentle push - if you are still running 
V11 its time to start thinking about an upgrade and probably a double jump upgrade. 

KISTERS Australia has been selected to implement the Murray Darling Basin Authorities ‘NextGen Water Data 
Management System’. This promises to be a fun project that will deliver high levels of automation and data access 
and integration across the organisation.   

The KISTERS datasight product is now operational in Australia with our first clients coming on board. KISTERS 
datasight is a secure data management platform that is cloud based. KISTERS datasight enables operators of smaller 
networks to view, edit, validate, report and integrate monitoring data within their organisation as well allow 
selected users outside the organisation to access the data. KISTERS datasight is a further evolution of the KISTERS 
portal technology that lies on top of a ground up build of our big data timeseries backend. 

 

Keep safe and have fun, 

Paul Sheahan 
General Manager 
KISTERS Pty Ltd 
0409 510 015 
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Surviving COVID-19 

It has been business as usual for KISTERS Australia during the lockdown. Everyone worked from home, and we used 
various teleconferencing facilities to keep in touch. The Friday all-staff meeting generally has a lighter touch, and the 
photo below was from our formal day. 

Most staff are back in the office at least some of the time now. 

 

KISTERS User Group Meetings 
Given the COVID-19 situation we will not be holding a face to face User Group meeting in Australia this year. We are 
currently looking at options for putting together a mix of saved video presentations and perhaps a live web-based 
meeting or two - we will keep you posted. 

KISTERS Soil Moisture Data Service 
Soil Moisture Information Tailored To Your Needs  

The KISTERS Soil Moisture data service provides daily updates from raster data collected by remote sensing 
satellites. At 100 m x 100 m, the level of detail is unique. High-resolution information on soil moisture content is 
readily available at 0 - 10 cm depths. (Additional information to a root zone depth of 80 cm is also obtainable.) Since 
each type of soil stores water differently, the Soil Moisture information provided to you is much more insightful than 
a general determination that too little precipitation has fallen. The global data set is scalable to your specific 
observation area. 

What makes the KISTERS Soil Moisture service unique? 

• Earth-embracing, global satellite observations. 

• Observations 1 x per day and 6 hours after overpass updated data of the satellite. 

• Uniquely high resolution 100 x 100 m. 

• Uninfluenced by weather, time of day and vegetation. 

• Data provision individually for your specific areas – contiguous and non-contiguous. 

• Recognition of shore and coastal courses of rivers, lakes and seas. 
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• Recognition of the long-term development of soil moisture by providing historical data since 2002. 

• No equipment required, no upfront investment. 

• No on-site field labour required. 

• Simple automatic data transfer directly into customer's information system.  

• Use of the GeoTIFF standard exchange format for raster data. 

• Significant reduction of early warning times for drought detection. 

• Offers a good solution for agriculture, forestry, water management and irrigation. 

• Optional soil temperature data. 

 

Patented Microwave Method  

The Soil Moisture service is offered in cooperation with VanderSat, a specialist in earth observation via satellites. 
Based in Haarlem, the Netherlands, the company’s founder has developed a unique, sophisticated and patented 
algorithm for deriving soil moisture measurements from satellite observations. The microwave method eliminates 
the interference posed by clouds, vegetation and darkness, so that highly accurate measurement data can be 
obtained. 
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For more information and the possibility to make a proof of concept please contact KISTERS Support 
support@kisters.com.au. 

KISTERS Chart Digitising Service 

KISTERS AG is pleased to announce a new and innovative AI based chart digitisation service. The service is designed 
to deal with very high volume backlogs of charts (hundreds of thousands, even millions), and is many times faster 
than traditional digitising methods. 

In essence the process involves the following steps: 

• The client marks folders per station (incl. all charts) with details like station name, parameter, start and end time 
etc. 

• Our local scanning partners pack up the marked  physical charts on site at the client  

• The images are scanned at high speed, duplex, up to 300 dpi and stored as PFF/A 2b and JPEG files 

• The innovative approach: An AI algorithm extracts the trace and turns it into data 

• Hydrological knowledge embedded in the system checks for gaps, outliers, and checks against long-term 
percentiles 

• The physical charts are returned to the owner 

• The trace time-series plus scanned images are sent directly to your system, or stored and made available in 
KISTERScloud. 

 
For more information and the possibility of a proof of concept on the service, please contact 
wiskisupport@kisters.com.au.   

 

mailto:support@kisters.com.au
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As a reminder, WISKI and Hydstra both have modules suitable for manual chart digitising using a flat-bed digitiser or 
even digitising off screen images. 

   

A brief history of Hydstra digitising since 1985 

Windows Tips 
Searching for Files in Windows Explorer 

I have always found the search bar in Windows explorer not worth a pinch of the proverbial. However once you 
learn a few tricks it can become a bit more useful. 

By default if you just search for a string in the search box of Explorer, it searches the contents of every file in the 
folder. Unless the folder is indexed for searching this can be a painfully slow process. 

To ensure a folder is indexed, go into advanced properties and check the indexing box: 

 

Once indexing is complete you can search all the files for a specific word or phrase. Case doesn’t matter, and you 
may enclose phrases in double quotes for an exact match. 

If you just want to search the files by name, use the "name:" qualifier to your search, e.g. name:files will find all files 
and folders that start with the word 'files' in their name. 

For a more flexible name search, try name:~=plot which will find files with the string 'plot' anywhere in the name, 
even if the folder isn’t indexed for searching. 

Doctor Google is your friend for more advanced tips and techniques for file searching, but these should get you 
going. 

For a poor-mans alternative to search, try dropping this batch job into any folder and then running it: 

FilesandFolders.bat: 

dir *.* /ad /s /b  |sort > folders.txt 
dir *.* /a-d /s /b |sort > files.txt 

Hydstra Product News 

Hydstra V13 Released 

We have released Hydstra V13, and you can download it from the KISTERS web site at the usual place. You will need 
to request new HYACCESS files using http://kisters.com.au/hyaccess.html and then download the software from 
http://kisters.com.au/downloads.html. Please contact KISTERS Support for a login to the downloads page. 

http://kisters.com.au/hyaccess.html
http://kisters.com.au/downloads.html
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Amongst the many new features of V13 are the following: 

• A refreshed HYXPLORE with new icons. Help is much faster to load and search. Optional support for single-click 
instead of double-click to select items in the menu tree. HYXPLORE can save all pages to a single PDF file. 

• Full support for Python everywhere you can use Perl. Most of the Hydstra Perl libraries have been redeveloped in 
Python as well. We plan to support Perl alongside Python indefinitely, so your Perl investment is protected. 

• New plot types including HTM and WEB which produce web-ready outputs, as well as PDF destination for plots. 

• Support in Australia for the GDA2020 (Geocentric Datum of Australia 2020) and MGA2020 (Map Grid of Australia 
2020) datums. 

• HYMANAGE can show decodes in browse mode (for example variable names in WQ): 
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• HYXPLORE has a sample browser with examples of outputs from most programs, arranged in a grid. From the grid 
you can examine the sample output in more detail, or run the program. 

 
• An updated Strawberry Perl 5.30 enhances our ability to write Perl that interacts with secure web and FTP sites. 

Your Perl in INIPATH may need a little grooming to be compatible with Perl 5.30, and we proved HYCHKPERL.HSC 
in V12 to examine your Perl in INIPATH for problems. We suggest you run HYCHKPERL as soon as practicable, and 
talk to us about changes required in INIPATH if you aren't clear about what it is telling you. 

• We provide basic support for the R analytical and statistical package, including examples on how to access 
Hydstra data using the DLL. 

• New Zealand users in particular may appreciate HYMALF (minimum moving 7-day mean for each water-year in 
the period of record) and HYFRE3 (number of events exceeding 3 times the median flow) as these reports are 
widely used there. 

• HYRAINSEAS reports rainfall totals by season by year. 

• HYBOMAEP imports Australian Bureau of Meteorology (BOM) rainfall intensity statistics for a location, and 
HYRSTORM reports the corresponding frequency for rainfall storms. HYIFDTAB analyses rainfall using similar 
statistical methods to the BOM. 

• HYDIRSIZE reports where your space is used under a top folder - be it a Hydstra tree or any other directory tree. 

• The telemetry points datasource store time series data in a SQL Server TELEMPTS table while still preserving a 
stable block-based structure. The aim is to reduce the amount of temporary files and file locking while importing 
data using SVRIMP. Telemetry points data can be edited in the Data Managers' Workbench, and supports change-
based exporting since the "blocks" keep track of the last modification date. 

• The size of V13 has increased somewhat. A basic fresh install now occupies about 1.5GB, up from 1.25GB in V12. 
This is largely due to the addition of a Python distribution. 

 
Read the Change Log for a detailed list of everything that's new in V13. 
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Using WEBSERVICE.EXE on V13 Hydstra/WEB Portals 

As agencies begin to deploy Hydstra V12 and V13 on their web portals, the opportunity to use WEBSERVICE.EXE 
instead of WEBSERVICE.PL for web service calls becomes available, The EXE version is at least 5 times faster so it is 
well worth switching where possible. The .EXE is call-compatible with the .PL version so the only change you need to 
make is in the target URL. 

As a web service consumer, consult with the host agencies as to whether WEBSERVICE.EXE is supported. Some 
agencies may make the switch behind your back, so all you will see is better performance with no change of URL at 
all. 

WaterML from Web Service 

WEBSERVICE.EXE (but not WEBSERVICE.PL) can deliver time-series data in WaterML2 format. You request WaterML2 
by adding a wml2 format to the request: 

https://someuser.com/cgi/webservice.exe?function=get_ts_trace&site=401010A&trace=level&start_time=2004100
1000000&end_time=20051001000000&format=wml2 

Spring Cleaning you Hydstra System 

When we look at directory listings of client Hydstra systems we often see folders under \hyd like \hyd\sys.old, 
\hyd\sysback, etc. Once you have completed an upgrade please remove these stray files as they only clutter up your 
system and make backups take longer. 

Any folder called backup at the root or elsewhere (except Notepad++ verbose backup folder) should be removed. 

You should look through INIPATH and move any files with names of the form myfile.ini.old, myfile.ini.200904, 
myfile.bak etc. Either delete them or at least move to an \obsolete folder under INIPATH. The Hydstra system 
administrator should be able to defend every file left in INIPATH and know what they are there for. 

Clean up old hydlog folders - there's no point in keeping more than 2 years as a rule. Two HYCONFIG settings 
HYDLOGDAYSKEEP and HYDLOGDAYSZIP control how long HYDLOG files are kept, and every time a user marked as a 
system administrator in PASSSWD logs in, the policy is applied. 

Same for dated reports folders - delete or at least zip up old ones at the year level once they are a year or two old. 

Delete stray TS files - HYGIENE test 15 will find them for you. Stray files can be left behind when you make changes 
to DATASRC.INI but don’t move the corresponding files to their new destination or extension. 

Delete expired Perl datasource files (V13 only). Perl and Python datasources include an expiry date, after which the 
script is re-evaluated if the datasource is called for again. If nobody ever calls again the expired file just lies around 
forever. HYFILER CLEANUP should be run on a regular basis and it will not only remove the expired files but also the 
folder tree they exist in. Everything will be re-created the next time you invoke the datasource so there's no penalty 
in running HYFILER CLEANUP regularly, perhaps nightly in AUTOJOB.BAT. 

Many versions of Hydstra ago we left a series of .HFF files in INIPATH corresponding to some old database tables we 
removed - files like MODEMS.HFF and UNICHAN.HFF. IT's highly unlikely these are used these days. Move them to 
INIPATH\obsolete - you can always get them back if something needs them. 

Some time-series files can grow large due to the way some processes extend them. What should be a small file ends 
up huge with lots of deleted blocks internally. If you see a folder full of very large files that shouldn't be large, you 
can remove deleted blocks with HYFILER PACK: 

HYFILER PACK TSFILES(AUDIT) AUDIT AUDIT /maxgap=0 SCREEN 

Note that HYFILER PACK supports in-place packing if the target datasource is the same as the source. /maxgap=0 
preserves the original blocking structure if it matters, otherwise leave it off for even tighter packing. Be careful not to 
reblock any file that is being sent elsewhere via HYWDTF_OUT or HYGENEXP, as a change in block structure will 
invalidate existing caches and cause a complete re-transmission. Also don't pack files being updated by HYFLARCH, 
as it requires a certain specific block structure. 
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Quickly Getting Help from the Command Line 

In V13 and recent V12 patches you can get help on a Hydstra program from the command line or the HYXPLORE run 
box using HYHELP, e.g. 

HYHELP HYDAY 

Of course you can also use the Help search facility in HYXPLORE, or you can start a program and press F1. 

You can also use HYHELP to get help on Perl or Python libraries: 

HYHELP HYDLIB 

You can even put in DOS file masks and get help on multiple programs in one go: 

HYHELP HYPLOT* 

Moving Hydstra 

Moving Hydstra to another disk or folder is a relatively straightforward process, as all location information should be 
stored in HYCONFIG.INI. 

• Shut down all existing processes, get all users off, disable scheduled tasks, etc. 

• Once you can rename \hyd\sys to \hyd\sysold you have full control of your system. This also prevents anyone 
from running Hydstra tasks while the move is under way. 

• Physically copy the whole Hydstra tree to its new destination. 

• If running over SQL Server, move the database to a new location (if necessary) and update CONNECT.INI. 

• Ensure that file permissions are correct. 

• Edit \hyd\HYCONFIG.INI to point to the new location. 

• Rename \hyd\sysold back to \hyd\sys 

• Start HYXPLORE from the new destination and check it works correctly. 

• Adjust SET_HYDSTRA_ENV.BAT to point to the new location. 

• Check AUTOJOB.BAT points to the new location. 

• Re-enable scheduled tasks, services, Syncovery profiles, etc. 

• If necessary, search all jobs in INIPATH and elsewhere for hard-wired paths and update them. Ideally all paths in 
batch jobs and scripts should use environment variables that Hydstra automatically sets, such as %ptmppath%, 
%temppath%, %runpath% etc, and not hard-wired paths. In INI files you can use macros like &hyd-ptmppath. 
(note the trailing dot) to signify the macros. 

HYRAT3D -Plotting Ratings Gaugings and time series in 3D 

We have introduced a new program in V13 HYRAT3D which provides a view of gaugings, ratings and time-series in a 
3D rotatable view. We're not sure what use it is, but the result is entertaining at least. 
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Transferring data between Hydstra versions using HYIMPEXP 

If you currently use HYIMPEXP to transfer data to a different organisation running a different version of Hydstra 
there are a few potential gotchas you need to be aware of: 

In Hydstra V12 we changed the format of time-series files to embed the index within the file, and to get rid of 
separate index files. This makes the internal moving of TS files, e.g. from prod to web, much simpler. We also 
extended the length of a site to 20 characters in V12. This means that a Hydstra V12 TS file cannot be read by 
Hydstra V11. However V11 files can up upgraded to V12 using HYFILER UPGRADE in V12. 

Hydstra V13 did not change the format of TS files so V12 TS files are fully compatible with V13. 

HYIMPEXP in V12 and V13 has the option of sending TS files in binary or as text using the BinaryTSFiles = yes/no 
option. Use binary for best performance between identical systems, use text between V11 and later systems. 

If you choose text format then the files are bigger, and slower to import, however we have provided a special V11 
program HYIMPEXP_V12.EXE in all recent V11 patches which can read and write these text files. As long as you 
haven't introduced any site IDs longer than 15 you can import text files from V12 and V13 back into V11 using 
HYMPEXP_V12.EXE. 

Of course if you are using different variables or quality codes from the sender then there will of necessity be another 
step required. If you are using text files then some Perl is required, if you are using binary files then HYTRAN will be 
required. 

Note that all table data is sent in CSH format (CSV files with headers) by HYIMPEXP_V12 in V11, and by HYIMPEXP 
from V12 onwards. 

In summary: 

• V12 or V13->V11 - use text mode in the sender and HYIMPEXP_V12 in the receiver 

• V11->V12 or V13 - use HYIMPEXP_V12 in the sender and text mode in the receiver 

• V12->V12 or V13 - use HYMPEXP binary mode if within the same organisation, text mode between organisations. 
Note - text mode exports can be read by non-Hydstra systems if they know what they are doing. Use 
BinaryTSFiles=no and CompressTS=no for simplicity. 

Generally, the receiver doesn't need to specify which TS-format/mode to use, it is baked into the "control" file sent 
by the sender (it's actually a version of hyimpexp.ini) 

Using Notepad++ As Preferred Editor 

In HYCONFIG.INI you can specify a preferred text editor using the PREFTEXTEDIT keyword. The editor is used to edit 
INI files and memo database fields. 

If you are using the preferred editor to edit memo data in database tables, the data will not be saved back to the 
table until the editor is terminated. If you wish to use Notepad++ as your memo editor you MUST close NP++ after 
the edit. If you are in the habit of leaving NP++ running in multi-tabbed mode you need to add the -multiInst flag to 
force NP++ to open a separate instance, which you must close to proceed. Saving is NOT enough, and the exact case 
of -multiInst is important. 

• For example to open your INI files on a 32 bit PC using the 32 bit version of Notepad++: 
PREFTEXTEDIT="%ProgramFiles%\Notepad++\Notepad++.exe -multiInst" 

• whereas to open Notepad++ on a 64 bit PC: 
PREFTEXTEDIT="%ProgramFiles(x86)%\Notepad++\Notepad++.exe -multiInst" 

• NB: If an INI file is being opened from MISCPATH, this editor will not be used. 

Quality Colours in HYPLOT 

HYPLOT V13 has a new facility to colour traces by quality code ranges, using the new trace keyword QUALCODE: 



12 

 

Does Your Hydstra System Have a Current Administrator? 

In the PASSWD table of the SYSADMIN manage you can mark one or more users as a Hydstra System Administrator: 

 

Hydstra insists there is at least one system administrator, and you can have more than one if you wish. Special things 
happen when a system administrator starts HYXPLORE, including zipping up of HYDLOG files, and most importantly, 
being warned about the impending expiry of the HYACCESS.INI file. 

It is most important that you have at least one Hydstra user who logs in regularly and is marked as a system 
administrator, otherwise you may get a rude shock one day if you are late paying your licence fees, as Hydstra will 
revert to read-only mode when HYACCESS.INI expires. 

In complex Hydstra setups there may be many HYACCESS.INI files scattered about, and it is your responsibility to 
update them all when you receive a new set of HYACCESS.INI files. In particular take care to update the main 
HYXPLORE version, any SVRIMP and SVRRUN copies, and the web server copy if relevant. 

In V13 SVRRUN will also send a message once a day to the system administrator if its own HYACCESS is expiring, 
using the HYXMIT mechanism. The administrator will receive the message the next time they start HYXPLORE. 

Debbie Cockburn in KISTERS Accounts raises quotes on annual support fees two months in advance, and upon 
request she can invoice even earlier if required. 

If you do have a HYACCESS emergency please contact us for a temporary extension, assuming you plan to eventually 
pay your bill, and we will get a new set to you as soon as possible. 
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DATASRC.INI Sources Sharing the Same Path 

In V13 Hydstra will complain if two datasources share the same physical path. Unfortunately we delivered some Perl 
datasources years ago that did share the same path, and if you have been using them you will get complaints. The 
solution is simple - allocate new unique paths and move the files. For Perl datasources you can even delete the files, 
since they will be re-created the next time they are invoked. 

Configuring Backups in DATASRC.INI 

DATASRC.INI allows you to specify how many backup copies of a time-series file should be kept. Depending on your 
available space you can keep as many as you like even infinite. Each time a time-series file is modified (or deleted) 
the previous version is first saved in a backup folder. 

For example if you specify 

BakFiles        = &hyd-hydpath.backup,3 

You will end up with three backup copies of every file. For example you will end up with something like: 

HYDSYS01.A.20200420163601.BAK 
HYDSYS01.A.20180508165656.BAK 
HYDSYS01.A.20200420163557.BAK 

If you have a disaster and need to recover one of the backups, right click on the site in the workbench and choose 
Restore: 

 

which shows all the backups and allows you to restore one to a different datasource: 
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We recommend you at least keep several backup copies of your archive files. You could also consider keeping 
backups of other datasources like incoming telemetry for example. 

HYDIRSIZE Shows Directory Sizes 

Program HYDIRSIZE.HSC reports folder and subfolder sizes - it is useful in assessing where your big folders are. 
Options include sorting in descending size order, and ignoring smaller folders. This program replaces batch job 
HYDIRSIZ.BAT which has been withdrawn. 
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HYIFDTAB Tabulate Intensity Frequency Duration 

HYIFDTAB is a more flexible and modern successor to HYIFD. It analyses rainfall data in much the same way, with 
some important differences: 

• A lot more of the configuration is controlled by the application’s INI file, rather than cluttering up the parameter 
screen. 

• You can choose the distribution type and related parameters, similar to the way you control them in HYDIST 
(these were hardwired in HYIFD). 

• The report follows the Australian Bureau of Meteorology recommendations, being divided into three sections 
(very frequent, frequent and rare) where the probability values are expressed in units appropriate to those 
sections (events per year, probability % and probability one in x respectively). Note that at the BOM's urging we 
have eschewed the units average recurrence interval. 
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Kisters Pty Ltd.                                            HYIFDTAB V133  Output 09/04/2020 
Rainfall Intensity/Frequency/Duration Tabular Analysis 
 
HYDSYS01            Hydstra Test Station - Composite data 
Rainfall Intensity in mm/hr 
 
           Exceedances per Year (EY) 
Duration        12 EY      6 EY      4 EY      3 EY      2 EY      1 EY   0.50 EY   0.20 EY 
1 min          34.471    47.656    55.369    60.841    68.554    81.739    94.925   112.355 
2 min          24.781    39.004    47.324    53.227    61.547    75.770    89.993   108.795 
3 min          21.289    35.954    44.533    50.619    59.198    73.863    88.528   107.914 
4 min          21.211    35.768    44.284    50.326    58.841    73.399    87.956   107.200 
5 min          22.545    36.482    44.635    50.420    58.573    72.510    86.448   104.872 
10 min         25.967    37.483    44.220    48.999    55.735    67.251    78.767    93.990 
15 min         24.023    33.135    38.466    42.248    47.579    56.692    65.805    77.851 
30 min         19.160    24.792    28.087    30.425    33.720    39.352    44.984    52.430 
1 hour         12.332    15.696    17.664    19.060    21.027    24.391    27.754    32.201 
2 hour          8.366    10.215    11.297    12.064    13.146    14.995    16.843    19.288 
3 hour          6.783     8.063     8.812     9.343    10.092    11.372    12.652    14.344 
6 hour          5.038     5.764     6.190     6.491     6.916     7.643     8.370     9.331 
12 hour         3.242     3.840     4.189     4.437     4.786     5.384     5.981     6.770 
24 hour         1.383     2.044     2.430     2.704     3.091     3.751     4.412     5.285 
48 hour         0.828     1.265     1.521     1.702     1.958     2.395     2.832     3.410 
72 hour         0.469     0.837     1.053     1.206     1.421     1.789     2.158     2.644 
96 hour         0.451     0.725     0.886     1.000     1.161     1.436     1.710     2.074 
120 hour        0.375     0.606     0.740     0.836     0.971     1.201     1.431     1.736 
144 hour        0.355     0.548     0.661     0.741     0.854     1.047     1.239     1.495 
168 hour        0.313     0.483     0.583     0.654     0.753     0.923     1.094     1.319 
 
           Annual Exceedance Probability (AEP) 
Duration       63.20%       50%       20%       10%        5%        2%        1% 
1 min          81.746    88.711   110.272   124.547   138.239   155.963   169.245 
2 min          75.777    83.291   106.548   121.947   136.717   155.836   170.163 
3 min          73.870    81.617   105.598   121.475   136.704   156.417   171.190 
4 min          73.406    81.096   104.901   120.661   135.779   155.348   170.012 
5 min          72.517    79.880   102.670   117.760   132.234   150.969   165.008 
10 min         67.257    73.340    92.171   104.638   116.597   132.077   143.677 
15 min         56.696    61.510    76.412    86.278    95.741   107.991   117.170 
30 min         39.355    42.330    51.540    57.638    63.488    71.059    76.732 
1 hour         24.392    26.169    31.669    35.311    38.804    43.326    46.714 
2 hour         14.995    15.972    18.996    20.997    22.917    25.403    27.265 
3 hour         11.373    12.049    14.142    15.528    16.857    18.577    19.867 
6 hour          7.644     8.028     9.216    10.003    10.758    11.735    12.467 
12 hour         5.384     5.699     6.676     7.323     7.943     8.746     9.348 
24 hour         3.752     4.101     5.181     5.896     6.582     7.470     8.136 
48 hour         2.395     2.626     3.341     3.814     4.268     4.855     5.295 
72 hour         1.789     1.984     2.586     2.985     3.367     3.863     4.234 
96 hour         1.436     1.581     2.030     2.328     2.613     2.982     3.259 
120 hour        1.201     1.323     1.699     1.949     2.188     2.498     2.730 
144 hour        1.047     1.149     1.464     1.673     1.873     2.133     2.327 
168 hour        0.923     1.013     1.292     1.476     1.653     1.882     2.053 
 
           Annual Exceedance Probability (1 in x) 
Duration     1 in 100  1 in 200  1 in 500 1 in 1000 1 in 2000 
24 hour         8.136     8.799     9.674    10.335    10.996 
48 hour         5.295     5.734     6.312     6.750     7.187 
72 hour         4.234     4.603     5.091     5.459     5.828 
96 hour         3.259     3.535     3.899     4.174     4.449 
120 hour        2.730     2.961     3.266     3.496     3.727 
144 hour        2.327     2.521     2.776     2.969     3.162 
168 hour        2.053     2.224     2.449     2.620     2.790 

HYFILER CLEANUP 

HYFILER CLEANUP helps you manage Perl and Python data sources. These data sources are configured with a 
LifeTime setting, which means they are automatically recomputed if you access them after they have expired. 
However, after you have lost interest, those expired files still sit there, taking up space, forever. The HYFILER 
CLEANUP command deletes expired Perl/Python data sources files, any unaccompanied .lifetime files, and any empty 
folders left behind afterwards. If you make heavy use of Perl and Python datasources, you should consider 
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scheduling this job once a week or so to reduce build-up of expired files. There is no harm in deleting these files - 
they will be recreated when someone needs them - and since they are expired, this would have happened anyway. 

Running Hydstra Parameter Screen Applications from the Web 

In Hydstra/WEB V13 we have introduced the possibility of making almost any parameter-screen based Hydstra 
program available to web users. This means Delphi programs like HYPLOT.EXE and HYSCRIPT programs like 
HYSITTAB.HSC can be safely made available to outside users. Programs run in a secure locked-down environment 
where users cannot run Perl post-processors or direct output to a file. It requires some consulting with us to set up 
programs to run in this way, so please contact Denby Angus for more details. 

As an example when HYPLOT is set up to run off the web the user is presented with a HYPLOT-like form: 

 

Most of the dropdowns and pickers work as expected: 

 

Output can only be directed back to the browser: 
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See WEBHYDPPSC in the V13 Help file for more details. 

WISKI Product News 

Release Management and Client Base 

As we proceed through 2020, many of you will be delving into the new features and appearance of WISKI 7.4.11. 
Chief among the changes in 7.4.11 is the integration of the Standard Portal and its applications. An out-of-the-box 
feature, as part of the standard WISKI installation users will be able to utilise the modern web interface to access, 
graphically present and export data in the Data Viewer app, configure import/export and scheduled tasks with the 
slick new KiDSM app, as well as keep an eye on system performance and track errors using the integrated diagnostic 
apps Process Analytics and Application Metrics.  

For more information on these apps and their function, check out our downloads page for a range of user manuals, 
or drop us a line using the details provided in the WISKI Support section below. 

WISKI 7.4.11 Update 

As mentioned in the previous newsletter, with 7.4.11 being the newest version many of our users running 7.4.7 have 
completed, are in the process of, or have upgrades planned. While 7.4.7 customers should consider updating, those 
using either 7.4.11 or 7.4.9 will still be able to receive the latest fixes present in our current product versions. As part 
of the upgrade process, it’s a good idea to review your production server’s specifications relative to the 
recommendations stipulated in our deployment guide (available on our download portal, shoot us an email if you 
need credentials).  

These recommendations are always highly dependent on the usage characteristics and the volume/type of data in a 
system, so get in touch if you’d like some tailored advice on how to approach upgrading specs on your server to get 
your system running as swift as possible.  

Biology Data Viewer – Portal Application 

KISTERS is pleased to announce a new portal application that can be used to access biological observations stored in 
KiECO within a web browser application. The application has a similar look and feel to KISTERS standard water portal 
with an intuitive interface, simple and fast filtering and searching, sorting capabilities and data download facilities.  

It provides a simple geographic overview of your sampling areas (points, lines and polygons) with the ability to drill 
down into individual surveys and data including the geographic locations of observation areas and spots. Data can be 
easily searched by configured filter fields or via a free text filter at every level. 

http://kisters.com.au/downloadswiski.html
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As KiECO datasets can consist of large amounts of metadata, the portal can be optimised so that tables display only 
certain system fields including any of the additional attributes that are configured within your KiECO system. The 
user can then also choose to toggle these fields on or off as they please. The observation data display table 
automatically changes based on the type of observation data. 

 

Data can be downloaded as csv or html and the user can specify which fields they wish to download in a table. A 
simple report brings together all metadata, observations and taxonomic information into one Excel report.  
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The Biology Data Viewer is integrated as a view within the KISTERS Water Portal or can run as a standalone 
application. It provides an easy to use interface for end users that do not need or want to use the desktop 
application to quickly retrieve KiECO data. Please contact us for further information or a demonstration. 

Field Data Acquisition - FieldVisits 

The FieldVisits application developed by KISTERS provides a simple, lightweight solution for field staff to capture a 
variety of quantitative and qualitative data when out of the office, replacing the need for field sheets to be carried 
around when recording data such as gaugings, dam operation information, water quality samplings, or even things 
like weather characteristics and maintenance reports.  

The application is available both as a portable offline-ready tablet application, as well as on your desktop back at the 
office, and guides the user through each ‘visit’ using an intuitive and easy-to-use interface. This flexible product 
continues to be expanded and enhanced with each project and is able to suit a wide variety of use-cases. 
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Some of the recent developments in both FieldVisits and WISKI (7.4.11 SR8) include the integration of WISKI’s 
maintenance functionality into FieldVisits, where equipment such as loggers, modems, batteries and so forth can be 
assigned to stations or removed during maintenance. Other development includes support for water quality 
samplings, where sampling data can be acquired using FieldVisits and brought back directly to KiWQM for analysis.  

Get in touch if you’d like more information on the application, or if you’d like to discuss potential ways we can make 
the application work for you. 

FieldVisits for Manual Data Entry in Vietnam 

Mentioned in previous newsletters, KISTERS has been engaged in a project in Vietnam to strengthen the nation’s 
flood forecasting capacity and centralise the meteorological, hydrological and oceanographic data in a central data 
hub (CDH).  

While much of the incoming data is automated, there exists a large portion of data that is delivered via manual 
readings acquired by staff from the deltas to the highlands. The FieldVisits application is used as the interface by 
which field staff record and transmit their observations back to the CDH to be seamlessly integrated with automated 
data. The rollout of this application to over 600 field stations is just around the corner and the final touches are 
being applied before it hits production. 

The types of stations reporting this manual data can be split into three types: meteorological, hydrological and 
marine. To accommodate this, stations receive an input mask (a zip file with FieldVisits metadata and timeseries info 
– an fvz file) via FTP which contains all parameters specific to their station type. For instance, here’s a look at what 
field staff at a Meteorological station will see: 
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The mask also includes a number of qualitative observations, such as cloud formation, visibility, and extra 
background to readings (such as the duration over which data acquired, prevailing trends, etc.).  

The application uses time series groups in WISKI to map FieldVisits to timeseries in WISKI (your literal values), and 
keylists/observation types to map FieldVisits to qualitative values selectable via lists. As an example, one such 
observation that staff must make is to record the nature of the present weather phenomenon. This is recorded 
under the observation ‘Thời tiết hiện tại (ww)’: 
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The keylist which contains all of these weather phenomena is linked to FieldVisits via the application’s configuration 
file and the metadata contained in the input mask, which then calls upon the values as they exist in WISKI: 

 

This information is ultimately derived from standards for meteorological data entry stipulated by the World 
Meteorological Organisation (WMO), in which all of these values correspond to particular code values that make up 
an alphanumeric report (referred to as FM 12 SYNOP), which might look like this: 

AAXX 13091 48839 42670 20203 10309 20266 30006 40069 57014 82500 333 59011 82641== 

Each number or pair of numbers corresponds to a particular parameter, which might be air temperature, wind 
direction, and so on. The format was developed as a means to transmit bulletins in as concise a manner as possible 
via teletype, or simply via radio, to be interpreted at the other end manually. While impressive in its concentration of 
information, learning and using this format in an efficient manner is a dark art that takes years of practice to do 
efficiently. 

Previously, field staff were required to first take their readings and observations, encode this information by 
referencing extensive dictionaries of codes, then finally send this coded bulletin in one form or another to the 
regional centre: 
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With the objective of retaining this coded information, a SYNOP encoder has been developed to put together a 
report like that above based on the values input by the observer, saving time and considerable training required to 
understand and accurately report in the FM 12 SYNOP format: 

 

This is imported back into WISKI and stored in the CDH along with all other readings and observations. Ongoing work 
is involved in expanding this to other formats used by the WMO, which has relevance not just in Vietnam, but for 
national and provincial meteorological institutions across the globe. 

Standard Portal Integration in WISKI Desktop Client 

Despite the Standard Portal being web-based, users are still able to get portal apps embedded within the standard 
WISKI application, should they have such a requirement. This could be useful, for instance, when checking KiDSM 
tasks and import processes in the client, in which the user can switch tabs within WISKI as opposed to switching 
applications. 

To set this up, open up System settings and navigate to System > Explorer settings >>> Portal applications, then 
select Yes:  



25 

 

Activating this setting and restarting the client will enable access for either you or all users to the integrated portal 
apps in the client via the toolbar: 

 

Since this is in essence just webpage integration, your portal applications can be part of a larger ensemble of 
webpages that you can save and access in the client, if you wish. 

This feature utilises the existing Organisation profile in WISKI to define the connection parameters for all other users, 
and allow users to access portal apps, as well as any other webpages required in day-to-day use of the application.  

Firstly, you’ll need to create a new user named ‘Orga’. This user will be your representative organisation user, and 
have full Admin permissions. Open up User administration: 
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Set up your Orga user with an Administrator role: 

 

Then, head back into system settings and navigate to  System > Explorer settings >>> Organisation profile. Set the 
value for all users to your newly created Orga user: 
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The next step is to add a new explorer view which users will open to access their stores webpages. From the System 
view, navigate to System metadata > Management > Explorer navigation >>> Explorer view, then right-click within 
the list and select Add: 

 

In the Add Explorer view window, click on the Object field, and scroll down until you find the object Organization 
profile – uo_tv_companyprofile, and select. Hit Save and OK: 
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The new view will now be visible in the Explorer view list.  

The next step is to exit and log back in as the Orga user, and set up some webpages under My favourites which will 
be representative across all users: 

 

If your user is set to automatically log in, you can delete the token by selecting ‘Exit and delete login information’ in 
the client from the Home tab. 

Once you’re logged in as Orga, in the System view, right-click on the My favourites node and select Add URL: 
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If you’re unfamiliar with this section, while logged using your regular profile, you can add your own particular 
favourites here too, including links to objects/time series in WISKI, plus text files or your own explorer views. The 
benefit of using the Orga profile is that ultimately, all users will have access to these favourites without having to set 
anything up themselves. 

Here, for instance, we’re adding a link to the Standard Portal Data Viewer application: 

 

This will then appear in the explorer tree and will now be accessible. You can also add folders to organise your links 
and resources, which you can drag and drop into different folders. 

After adding your desired apps/other items to Orga’s favourites, all users will be able to access this list by selecting 
the Organization profile explorer view we set up in a previous step: 

 

KiDSM – New Web-Based Frontend 

The current round of WISKI updates includes a significant change to the KiDSM application, which is used by the 
majority of our user base is Australia and New Zealand. The KiDSM client has been replaced with a modern web-
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based interface, which is integrated into the previously mentioned standard portal. The old KiDSM client is now no 
longer supported and all customers updating to WISKI 7.4.11 will be required to use the KiDSM portal application 
going forward.  

 

 

Not to worry, all functionality that existed in the old KiDSM RCP client is also available in the new KiDSM portal 
application; in fact, there are quite a few enhancements and new features available that we think our customers will 
appreciate.  

This article will discuss the following components of the KiDSM frontend: 

1. User based login, and permission management (For Administrators) 
2. Where to find your previous jobs and tasks 
3. New features: 

a. Import and export KiDSM configurations 
b. The job diagram 
c. Integration with the Process Analytics log viewer 

 

 

 

 

 

 

 

 

 

User-based login 

The first major change to the KiDSM frontend is the addition of user-based login, as the KiDSM application is 
integrated into the standard portal. 
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After first updating WISKI, an Administrator has to log into the standard portal with the Admin user and grant 
permissions to any other named users that require access to the KiDSM application, that have logged into the 
standard portal at least once.  

To do this, navigate to the Portal Admin application and select the users view. Here each user can be edited. Select 
the user roles tab for a relevant user and tick the KiDSM application. The relevant user will now see the KiDSM 
application available as a dropdown upon the next login.  

 

Finding jobs and tasks in the new KiDSM portal application  

The KiDSM portal application contains three core views to manage jobs and tasks. The configuration overview 
mirrors the old KiDSM client’s core view, and it is here that all configurations such as locations, converters, jobs and 
tasks and can be administered and created. As part of the update to 7.4.11 all configurations will be migrated and 
available straight away after system start up.  

The jobs and tasks overviews give a more detailed overview of all tasks and jobs in the system and their current 
status.  
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New features in the KiDSM portal application 

The KiDSM portal application has several handy features to make it more user friendly. There is now the ability to 
export and import the KiDSM configuration as an xml file, meaning that it’s easy to migrate a set of configurations to 
a test system for testing and evaluation.  

 

The KiDSM Job Diagram 
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The KiDSM job diagram gives a graphical overview of the data flow for all KiDSM jobs. Each node in the diagram is 
interactive and links back to its full configuration. This can be particularly useful for larger systems which may have 
complex data flows where relationships between jobs and locations may be hard to interpret from the table driven 
configuration overview.  

 

 

Integration With Process Analytics Log Viewer 

The final new feature we will present in this article is the integration of the Process Analytics log viewer directly into 
the KiDSM application. From the jobs overview right click the job of interest and select open logs.  

 

The process analytics application will open in a new tab with the logs related to that job, making it quick and easy to 
diagnose any import failures.  
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The full manual for the new KiDSM portal application is available on our download portal, along with manuals for 
other portal applications too. 

Options for User Administration - WISKI, Water Portal or Active Directory 

the options available for user authentication in WISKI have evolved with the introduction of OpenID connect and the 
service provider keycloak (see April 2020 newsletter) as part of WISKI installations. Where previously the user 
management of WISKI was used to manage users and define their roles, Open ID connect and keycloak now allows 
Single-Sign-On and user management either in Active Directory or the Water Portal itself. 

At the moment most of our clients are still using the standard WISKI user administration, however the option to 
connect Active Directory users over LDAP and keycloak to WISKI is requested more often. At the moment this 
approach is used at the Bureau of Meteorology, and you can find more info on the implementation in our April 2020 
newsletter. 

Another option which came up with the usage of the Water Portal is to manage users directly in the Water Portal 
and not in WISKI. This is the case in projects where most of the users are Water Portal application users and only a 
few expert users are required in WISKI. This setup is implemented for the Flood Forecasting Support System in 
Vietnam for the Vietnam Weather Service (VNMHA). Shown below are a few screenshots of the system 
administration. As the GUI shows, specific user monitoring functions were developed such as showing the active user 
(marked with green dot), displaying a user-based statistic on what applications the user has accessed and logging 
functionality when a user took certain actions. 
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WISKI Support Email and Help Desk  

Contacts for the WISKI team at KISTERS in Australia: 

Vicky, Chris, Markus, David and Callum (web developments) offer specialised support for the KISTERS products 
WISKI, KiWQM, KiEco, KiDSM, KiALM, Water Portal, WDO and KiWIS in Australia and New Zealand.  

The phone number for support is +61 2 6154-5200, and the email address is wiski-support@kisters.com.au.  

If you are engaging in a particular dialog with Chris, Vicky, Markus, Callum or David, please cc the support box so a 
central register of issues can be maintained.  

The latest WISKI releases can be found on our download portal at http://kisters.com.au/downloadswiski.html, or can 
be accessed by navigating through to the support page from http://kisters.com.au.  

To acquire a username and password to access the download portal please contact the KISTERS support team over 
the phone at (02) 6154 5200 or email at Wiski-Support@kisters.com.au 

News from KISTERS Overseas 

Staying connected globally 

KISTERS offers a global Service Portal for our customers and other interested parties. The Service Portal supplies for 
non-registered users with press releases and general brochures from the company and the Business Units Water and 
Energy. Further features are available for our licensed customers such as the latest WISKI releases and specific 
application information and other internal knowledge of your licensed software. 

By clicking on the Newsletter section of the Service Portal you can subscribe to various newsletter where you can 
receive up-to-date information about the company and of the business activities in KISTERS water and monitoring 
solutions. These newsletters also provide information about access to various resources such as online webinars and 
training events.  

KISTERS global Service Portal:  https://serviceportal.kisters.de/en/ 

 

mailto:wiski-support@kisters.com.au
http://kisters.com.au/downloadswiski.html
http://kisters.com.au/
mailto:Wiski-Support@kisters.com.au
https://serviceportal.kisters.de/en/
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Please feel free to subscribe the available newsletters or register for the client portal. For users of the client portal, 
we do however suggest, to use the software download option for WISKI from the Australian download portal at:   

http://kisters.com.au/downloadswiski.html. 

An overview of news from our offices in Europe and America you get via the following links: 

https://water.kisters.de/en/press-room/ 

https://water.kisters.de/en/news/ 

https://www.kisters.net/NA/news/ 

 

 

 

 

 

 

 

 

 

 

 

 

https://water.kisters.de/en/press-room/
https://water.kisters.de/en/news/
https://www.kisters.net/NA/news/
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GEOSPHERA Hi-Tech Supplies Srl 
Via Panoramica 85 – 80056 
Ercolano (NA) - Italy 
Phone: +39 081 7779059 
E-mail: 

geosphera@geosphera.com  
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