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From The GM's Desk 
By Bill Steen, General Manager, KISTERS Pty Ltd 

It was great to see so many at the recent user group here in Canberra even though it was only one day due to linking 
to the Australian Hydrographers Association conference. Next year we will be back to the two-day user group 
meeting in Canberra. 

A few takeaways from the user group included; 

 New applications and GUIs become available in the KISTERS Water Portal 
 Enhanced support and service level agreements 
 Versioning rating table releases 
 Near real time data solution for Victoria 
 Vietnam Weather Forecasting and Early Warning Project 
 Data visualisation 

As well as the updates from Klaus Kisters and the staff, there were several interesting user presentations from the 
Australia Bureau of Meteorology [BoM] on DataConnect & AWRIS enhancements plus the increase in the volume 
and variety of datasets now stored within AWRIS. It was interesting to note that BoM now store over 5,400 surface 
water sites, over 2,400 rainfall and close to 3,200 combined sites for turbidity, pH and EC sites. This data can be 
readily accessed at http://www.bom.gov.au/waterdata/. 

In addition, it was pleasing to see Peter Heweston being recognised by the Australian Hydrographic industry for his 
contribution to Hydrography in Australia. It was a well deserved award. I would also like to acknowledge John 
Skinner, Ray Maynard, Grant Robinson, Simon Cruickshank and Des Sherlock who also received recognition.  

It was good to see Des Sherlock being recognised.  Des is now 92 and one of the first Hydrographers that worked on 
the Snowy River scheme. I remember Des well when I first started in hydrography, not only because he was the 
founder of Hydrological Services [now HyQuest Solutions] but the manner in which he helped hydrographers with 
improved and innovative measurement instrumentation.  

In closing, I would like to wish you all a safe and happy Christmas and a prosperous New Year. 

 

http://www.bom.gov.au/waterdata/


 

2 

 

Bill Steen 
General Manager 

KISTERS Pty Ltd 

  

   

KISTERS Certification 

 

Given the increasing influence of IT on business and administrative processes, secure information processing has 
become a key to corporate success. Therefore, KISTERS provides secure products to our customers and partners, 
realises safe operation of SaaS solutions (software as a service) in the certified KiCloud and protects the data of 
customers and partners to the highest possible degree. 

KISTERS’ information security management system has been certified to ISO/IEC 27001 since 2017. With the 
recertification in October 2018, the scope has now been extended to our (European) support services. Certifications 
now include: 

• ISO/IEC 27001 for information security management systems for  

- the complete business unit "KiCloud Services" (all aspects of KiCloud Services, from the technical 
infrastructure, through the operational processes to the employees) 

- the support of the business units Water, Energy, Air, EHS 

• TÜV TSI certification for the KISTERS Data Center in our headquarter in Aachen (Germany) 

• BSI TR-03109-6 of the German Federal Office for Information Security for the SaaS solution for smart meter 
gateway administration 

These certifications prove that we have achieved a very high level of security. We achieved this through 
organizational and technical measures, as well as the constant monitoring of infrastructure, processes, products and 
employees from the perspective of information security. Certification entails the requirement for us to continuously 
improve our information security. 
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Picture: Certificate transfer in front of the KISTERS headquarters in Aachen. From left to right: Dr. Heinz-Josef 
Schlebusch (CISO and Data Protection Officer, KISTERS AG), Ralph Freude (Head of business line ict, TÜV Rheinland), 
Klaus Kisters (CEO, KISTERS AG), Dr. Arno Wedel (Solution Manager Metering, KISTERS AG) 

KISTERS User Group and AHA Meeting 
The KISTERS User Group meeting was held in conjunction with the AHA conference in Canberra at the Southern 
Cross Club.  The presentations and Camtasia recordings are up on our web site at 
http://kisters.com.au/user_groups_aus2018.html . Please contact support@kisters.com.au for a login to view this 
content. 

Thanks to all who attended, and in particular to those who presented. 

Topics included: 

Welcome and year in Review - Bill Steen - KISTERS  
KISTERS Overview - Klaus Kisters - KISTERS 
Water Accounting - Paul Sheahan - KISTERS 
Hydrological Forecasting in Vietnam - Chris Michl - KISTERS  
From Project Delivery to Business as Usual for DWLWP NRTD - Damian Skinner - KISTERS 
Project Delivery for Dataconnect and AWRIS - Joanne Sullivan - BOM 
Push Notifications via WhatsApp - Peter Heweston - KISTERS 
Hydstra in Mozambique - Damian Skinner - KISTERS 
Computer Industry Trends - Peter Heweston - KISTERS 
National Hydrological Datasets - Nathan Campbell - BOM 
Models for Software Support and Service Delivery - Damian Skinner - KISTERS 
What's New in Hydstra - Peter Heweston - KISTERS 
Versioning  Rating  Releases - John Hayes - JHA 
Versioning Rating Releases - Peter Heweston - KISTERS 
Advanced HYSCRIPT - Peter Heweston - KISTERS 
WISKI Workshop - Chris Michl - Markus Bauerle - KISTERS 
KiWQM and KiEco updates - Vicky Isaac - KISTERS 

The meeting next year will likely be in Canberra  on July 31 and Aug 1 - we will confirm dates next year. 

Videos from User Group meetings and Training Courses 

http://kisters.com.au/user_groups_aus2018.html
mailto:support@kisters.com.au
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The slides and video presentations from the recent Australian KISTERS User Group meetings are available from our 
web site at http://kisters.com.au/user_groups_aus.html . KISTERS clients can request a login from 
support@kisters.com.au to view the material. 

We have also  recorded a few Hydstra training course in their entirety, available at 
http://kisters.com.au/trainingvideos.html and again you can request access from support@kisters.com.au.  Topics 
include 

 Advanced Hydstra 

 Hydstra Administration 

 MODSYN modelling 

 Advancing Your Hydstra Skills 
It's worth noting that these videos are recorded live during real training courses and may include discussions with 
the trainees, sometimes on organisation-specific topics. 

US users can request a login from KNA to view the KNA User Group videos at http://www.kisters.net/NA/kisters-

portal/login/. 

 

Java License Agreements 
In recent months, the computer trade journals and IT forums have reported on the adaptation of license and service 
agreements for the Java platform operated by Oracle. This also applies to your Water Solution (WISKI) from KISTERS. 

Background 

Oracle announced that it would make major changes to its release cycle and support model in early 2019. 

Up until then Oracle licensed Java technology under the GNU license model (General Public License). Under GNU 
both private and business usage and maintenance by Oracle were free of charge, even for older versions. This is 
expected to change fundamentally from 2019: 

Under the new support model, Oracle offers free support only for six months starting from Java version 9. After that, 
users either have to migrate directly to the next version to continue to benefit from free support, or to complete a 
paid support contract with Oracle. Oracle support is important primarily to get the latest patches, especially security 
patches. 

Oracle's latest pricing for desktop and server applications and support is listed here: 

https://www.oracle.com/au/corporate/pricing/ 

Effects on KISTERS Water Solutions 

Java is the main technology in the server components of our solutions, both directly and indirectly through third-
party components. The desktop client does not require Java Runtime. 

The WISKI versions 7.4.7 and older run with the current Java version (8 or 1.8.x), which we deliver as part of your 
Water Solution. Additional support costs may be incurred by Oracle from 2019 onwards. We have successfully 
migrated the new WISKI versions 7.4.9 and 7.4.11, which you will receive from the first quarter of 2019, to the latest 
Java version 11. We deliberately chose an OpenJDK variant, since longer release cycles are to be expected from 2019 
onwards. The free OpenJDK distributions are still available from various vendors such as Oracle itself, but also from 
other companies such as IBM, Azul, Red Hat and recently also Amazon, so that users can choose the vendor with the 
best conditions.  

What does that imply for your WISKI systems? 

We strongly recommend that you follow the WISKI release cycle, regardless of the new situation regarding Java. This 
allows you to benefit from all improvements in terms of stability and performance. No additional license costs for 

http://kisters.com.au/user_groups_aus.html
mailto:support@kisters.com.au
http://kisters.com.au/trainingvideos.html
mailto:support@kisters.com.au
http://www.kisters.net/NA/kisters-portal/login/
http://www.kisters.net/NA/kisters-portal/login/
https://www.oracle.com/au/corporate/pricing/
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Java are incurred for the new versions 7.4.9 and 7.4.11. We provide stable and optimized mechanisms for updates to 
the new versions, which we constantly improve. 

If your company continues to use a WISKI version older than 7.4.9 or 7.4.11 (after its release) after 2019, there are 
two options: You can either work without Java updates or conclude your own license agreement with Oracle. We 
assume that the IT department of your company will also deal with this topic apart from KISTERS solutions, because 
Java is used in many other software applications and Windows and Linux computers now also use Java runtime. 

If you have any questions about this topic regarding your KISTERS Water Solution, please contact our support (Wiski-
Support@kisters.com.au or 02 6154 5200). 

What does that imply for your Hydstra systems? 

Hydstra uses Java for the ODBC driver and the KISTERS LogViewer component. Both use the Java runtime, and hence 
will require either a licensed Java version, or installation of the free OpenJDK software (See below for more details). 

We are considering dropping the KISTERS Logviewer component , and perhaps enhancing HYLOGEX further in 
exchange. We welcome feedback from users - do any Hydstra users need the KISTERS Logviewer component? 

KISTERS Support Agreements 
We have been looking at KISTERS support offerings recently, and trying to clarify what is in and out. 

Our basic licence agreement, which all user agencies have signed, includes software support. Our reading of this 
includes: 

• Providing support by email and phone only 

• Providing advice on aspects of our software (how do I? Can it do? How do I configure? ) 

• Fixing bugs and deficiencies, delivered by regular patches and system upgrades via our web site 

• Enhancing the software to provide additional user functionality where feasible 

• Offering paid projects to develop user-specific functionality, which may or may not become part of the general 
systems, at our discretion 

More importantly, we believe our basic support agreement does not generally extend to: 

• Logging in to your system for any reason 

• Visiting your office to resolve problems 

• Configuring your operating systems, software or hardware 

• Applying patches and upgrades to KISTERS systems 

• Analysing log files for performance problems and other issues 

• Addressing operational matters like disaster recovery, backup, moving systems to new infrastructure, etc. 

• Migrating patches and upgrades from test to production on your system 

• Applying security policies, creating new users, etc 

• Checking data integrity amd making recommendations on data improvements 

• Debugging data flow issues from logger to software to web 

KISTERS are more than happy to discuss more extended levels of support on a paid time and materials basis. We 
suggest that in the first instance you consult with us about your needs, and perhaps consider obtaining an annual 
enhanced support budget for us, which can be consumed as needed. 

 

 

mailto:Wiski-Support@kisters.com.au
mailto:Wiski-Support@kisters.com.au
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Hydstra Product News 
Hydstra V12 Released August 2017 

Hydstra V12 was released over a year ago, and is available on the web site. Please plan to upgrade soon if you 
haven't already, as V13 is already in the wings. 

Please contact support for a V12 HYACCESS file, and plan to do an offline test upgrade first if at all possible. 

Development of V11 Ceases 

We have ceased all development work on V11, and will only be patching it in the case of major bugs. No new client 
development work will be done on V11 unless absolutely necessary. Please consider upgrading to V12 as soon as 
practicable if you have not already done so. Please contact KISTERS Pty Ltd for advice about upgrading, or 
commission us to assist in the practical issues of implementing the upgrade to V12. 

It is worth noting that now Hydstra V12 has been released, support for Hydstra V10 has well and truly ceased. If you 
are still running V10 please plan to upgrade immediately. Hydstra 10 was released in September 2010, over eight 
years ago. Much has changed since then, both in our world, but more importantly in the Windows hardware and 
software world.  

Hydstra V9 still continues to run (just), even though it is unsupported. You may have difficulties registering and 
running the old HYDLL COM object on later versions of Windows as it requires registration as an administrator, which 
is why we introduced HYDLLP, which links as a DLL and doesn’t require registration. More serious problems will arise 
when you have to upgrade to a 64 bit operating system as many old 16 bit utilities in V9 won’t run at all. 

If you are really stuck in the past you may need to start thinking about creating a 32 bit virtual machine running 
Windows XP to preserve your favourite legacy apps into the indefinite future. 

The Hydstra upgrade process can only upgrade one version at a time, so to get modern from V9 you need to go V9-
>V10->V11->V12, and you will need HYACCESS.INI files for each of these versions. 

For a small consulting fee you can send us a very old system on a USB drive and we will send you back an upgraded 
V12 system. Of course you have to stop using Hydstra in the interim. 

Using HYADJUST for realtime data corrections 

We announced HYADJUST a while back, a HYSCRIPT job that automatically applies various scripted changes to a 
time-series data file. We recently enhanced HYADJUST in a couple of ways - it can be run across a site list, and it can 
run over a file in-situ, i.e. put the adjusted file back in place. 

This makes HYADJUST a good candidate for running either with a SVRRUN trigger on-change, or in a batch mode 
after an import. For example one thing that HYADJUST does fairly well is spike detection and elimination. 

Please contact us if you have suggestions on how HYADJUST could be further enhanced. 

Requesting New HYACCESS Files 

We have implemented a new procedure  for requesting HYACCESS files via a web page. In future please go to 
http://kisters.com.au/hyaccess.html to request an updated HYACCESS file. This web link will generate an email to 
Support and we will deal with the request after checking with Accounts to ensure your licence fees have been 
received. 

The web link requires you to fill in a small form, which amongst other things provides us with important information 
on which version of Hydstra you are running. It also requests information from the HYXPLORE Help/Version Report 
option which is available in all recent patches. If your very old Hydstra system doesn’t have Help/Version Report 
then paste the image from Help/About instead. 

http://kisters.com.au/hyaccess.html
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Indexing Time Series Files in V12 

In V12 time-series files may or may not have an index. If there is an index, it is embedded into the same file so there 
are no more separate index files, which makes replicating files much easier and safer. However the process of 
indexing a file takes a little while, and for small files, such as telemetry files being written by SVRIMP, it isn’t worth 
doing. By default work files (.B to .Z) and other auxiliary files are not indexed. 

Under some workflow situations a work file may come to contain a lot of deleted blocks – typically previous versions 
of blocks that have been edited. These blocks are physically still present in the file, but ignored by all analysis 
programs. In addition to taking up space, they can slow down processing for unindexed files. 
If Hydstra reads an unindexed file, and encounters a large number of deleted blocks (where “large” means either 
100, or more than 80% of the total number of blocks), it will generate a warning. These warnings can be ignored in 
cases where you have been doing a lot of editing on a work file that you intend to subsequently archive. If you don't 
want to keep seeing the warning then either index the file or pack it. Warnings are of the form: 

WARNING: 
File HYDSYS01.B has 2251 blocks, of which 416 are deleted. 
This excessive number of deleted blocks is slowing down performance. 
Please user HYFILER PACK with the /MAXGAP=0 option to get rid of this "dead weight" in the file. 
Alternatively, HYFILER INDEX will switch the file to use an explicit index block, bypassing the implicit 
(scan-mode) index method 

HYREP INDLIST shows the state of the indexing, and whether a file needs to be indexed. For example: 

Index Listing of G:\hyd\dat\hyd\HYDSYS01.A          12:54_05/11/2018 
Index block present but not current (timestamp mismatch), index read from fast block-scan 
  Since there are 963 blocks, please consider running HYFILER INDEX to improve performance 
 
BNum   Stn                    Var     From                 To                       Pos 
   1   HYDSYS01                10.00  15:15:00_01/06/1962  14:50:00_17/09/1962    34811 
### GAP  11260.0 minutes 

or 

Index Listing of G:\hyd\dat\work\HYDSYS01.B          12:54_05/11/2018 
Index block not present, index read from fast block-scan 
  Since are only 16 blocks, block-scan indexes are considered adequate 
 
BNum   Stn                    Var     From                 To                       Pos 
   1   HYDSYS01               140.01  00:00:00_01/01/1959  00:00:00_21/03/1967        0 
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The HYDEBUG “TIMING” keyword will report how long the index-read operation took. If it is longer than ~50 
milliseconds, you might like to consider forcing it to use an explicit index. 

Running HYIMPEXP Between V11 and V12 

If you want to upgrade to V12 but are worried that clients you interact with are still on V11, fear not. Recent patches 
of Hydstra V11 have included program HYIMPEXP_V12.EXE, which allows a V11 user to export data to, or import 
data from, a V12 user. 

It is worth noting that you cannot directly read a V12 time-series file from a V11 system, as the changes to indexing 
make the files incompatible. However HYIMPEXP_V12 transfers time-series data in a CSV text format, and database 
table data in CSH text format. Both of these formats move nicely between versions. Just be aware that 
HYIMPEXP_V12 will be slower than HYIMPEXP because of the conversion in and out of text format, particularly for 
the time-series files. 

Finding HYSCRIPT code 

HYSCRIPT scripts are found using  the normal Hydstra search hierarchy of TEMPPATH, INIPATH and MISCPATH in that 
order. If you need to execute HYSCRIPT code from elsewhere you must fully qualify the location of the script, e.g. 

hyscript /j=c:\temp\temp\myscript.hsc 

In version 11 you could also use .\myscript.hsc to execute from the current working directory, but in V12 you must 
explicitly enumerate the full path. The DOS variable %CD% can be used to get the current folder, so this will work: 

f: 
cd \temp\temp 
hyscript /j=%cd%\myscript.hsc 

Writing Data Directly Using the DLL 

We have recently added capabilities to HYDLLP to write database and time-series records directly to Hydstra. This 
capability is supported by additional new Perl modules which simplify the task. However because the DLL can be 
called from virtually any language you are free to use whatever language you choose - C++, VBA, Python, Delphi, R - 
albeit with a little more complexity you need to manage yourself. 

The mechanism is implemented using the JSonCall framework, which is basically stateless. What this means is that 
you don't want to be writing one table record or one time-series data point in each call or things  will grind to a halt. 
Instead you need to buffer up transactions and write many records in one call. The Perl modules handle the 
buffering for you, in other languages you will need to do it yourself. 

For writing database records you can only write to a database work area, and then you can then use HYDBUTIL 
UPDATE to move the data to the archive table. Likewise for time-series data you should generally not attempt to 
append directly to the archive, as that's risky if things go wrong. The relatively new system of automation files and 
templates allow a system administrator to set up carefully curated Hydstra program calls which can be made 
available to DLL users. 

For the time being the DLL write capability is only available to users who can directly see the Hydstra installation 
folders and log in locally - that is, networked users inside the firewall. At some future stage we hope to enhance the 
web service capabilities of Hydstra/WEB to include authentication calls, at which time it may become feasible to 
envisage web-based data entry direct to Hydstra. 

Using the new Perl module HyDbDll.pm a simple Perl program to write database records would look something like: 

my $sitedb=HyDbDll->new('site','[priv.pfh]',{buffersize=>1000});#create SITE table in work area 
while reading text records from a file { 
  $sitedb->write({station=>'HYDSYS01',stname=>HYDSYS01 test station',... etc for other fields, 
                 {context=>"file=$file,line=$line"}); #set field name, value 
} 
$sitedb->close; 

The procedure for writing time-series data is equally simple using the new Perl module HyTsDll.pm: 



 

9 

 

my $ts=HyTsDll->new({datasource=>'Z'}); 
while generating data points { 
  $ts->write(['HYDSYS01',100.00,201801010000,12.3,1,1,'Comment']); #add time-series point 
} 
$ts->close; 

The new Perl modules and HYDLLP capabilities have been patched to V12, and are available in any recent patch. 

Sending Files by FTP and SFTP 

We have done quite a bit of work recently on the HYFTP.PM Perl module and HYFTP.HSC, the HYSCRIPT wrapper, to 
improve reporting and handling of errors, and recent patches of V11 and V12 should incorporate those 
enhancements..  

However it is increasingly the case the users are demanding a more secure FTP known as SFTP. The low-level tools 
available to us in Perl do not support SFTP, and we recommend you look at a free third party tool WinSCP. WinSCP 
can be scripted to perform many standard FTP tasks in a secure way, but be warned, there's a bit of a learning curve 
to the security side relating to authentication and certificates. We suggest you engage your IT section to assist, as it 
is beyond our ability to support you. We found it particularly difficult (read impossible) to set up an SFTP job to run 
under AUTOJOB that runs as the SYSTEM user, as we couldn't work out how to apply the necessary certificates in 
that environment. Your IT gurus may do better. We ended up running AUTOJOB as a normal user (with a non-
expiring password) so we could interactively install the security certificate. 

Running SVRIMP - Licencing Implications 

A long time ago, in a galaxy far away, we developed a program called HYSODA, which later morphed into SVRIMP 
and subsequently became part of the separately licensed Hydstra/SVR module. Because handful of clients were 
running HYSODA in the very early days we allowed them to continue to use SVRIMP at no additional cost. 

However in the intervening years the SVR constellation of programs  has grown to include SVRRUN, SVRFIDO, and 
SVRMON and others. Also in the intervening years Microsoft has changed the way services can interact with a user, 
to the stage where you can no longer interact with SVRIMP  in Windows Server 2016 if SVRIMP is running as a 
service. 

The standard way of monitoring SVRIMP's progress is via SVRMON, which is part of the full SVR stack, but SVRMON is 
not available to those early legacy users who run SVRIMP for free. These legacy users therefore have a number of 
ways of proceeding as the upgrade to more recent Windows servers: 

1. Run SVRIMP as an interactive application on a desktop computer 
2. Run SVRIMP in single-shot mode from a scheduled task, perhaps every hour 
3. Purchase a SVRIMP licence and run SVRIMP as a service, in which case SVRMON is also included in the 

licence. 
4. Purchase a full Hydstra/SVR licence, in which case you get all the SVR programs and can run tasks based on 

change triggers. This is the recommended approach for agencies with web sites that need to be kept up to 
date in near real-time. 

Please contact KISTERS Pty Ltd if you need to discuss your SVR licencing options. 

HYRATAB Pagination 

We have enhanced the pagination of HYRATAB to increase the number of lines printed on the page. There is a 
further INI file option 

GroupsOfTen=No 

which in addition removes the blank lines between every ten rows. For long tables these enhancements can 
significantly reduce the number of pages required to print a table, and the PDF version of the printout better fills the 
page now. 

Recall also that HYRATAB leaves a CSV file behind in TEMPPATH called HYRATAB.CSV which can easily be used by 
other processes that need to look up a table. 

https://winscp.net/eng/download.php
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Running Hydstra/ODB with Open JDK version of Java 

As we mentioned above, Java licensing changes are in the wind. If you want to run Hydstra/ODB with the Open JDK 
version of Java, the steps are as follows: 

• Uninstall any current Java version from your computer 

• Download Open JDK from https://jdk.java.net/11/ and unzip to C:\Program Files (x86)\Java folder. 

• Add C:\Program Files (x86)\Java\jdk-11.0.1\bin folder to the PATH environment variable 

• Remove -XX:+UseParNewGC Java command line option from \hyd\sys\run\ScriptServer\bin\server.bat. 

WISKI Product News 
Release Management and Client Base 

The current software version is WISKI 7.4.7, which has many further functional developments for the water ecology 
package KiEco and performance improvements for WISKI server. WISKI 7.4.7 will be the recommended WISKI release 
for the rest of 2018. Most WISKI customers have recently upgraded to WISKI 7.4.7 or have upgrades pending. 

WISKI Support Email and Help Desk  

Contacts for the WISKI team at KISTERS in Australia: 

Vicky, Chris, Markus and Callum (web developments) offer specialised support for the KISTERS products WISKI, 
KiWQM, KiEco, KiDSM, KiALM, Water Portal, WDO and KiWIS in Australia and New Zealand.  

The phone number for support is +61 2 6154-5200, and the email address is wiski-support@kisters.com.au.  

If you are engaging in a particular dialog with Chris, Vicky, Markus or Callum please cc the support box so a central 
register of issues can be maintained.  

The latest WISKI releases can be found on our download portal at http://kisters.com.au/downloadswiski.html, or can 
be accessed by navigating through to the support page from http://kisters.com.au.  

To acquire a username and password to access the download portal please contact the KISTERS support team over 
the phone at (02) 6154 5200 or email at Wiski-Support@kisters.com.au 

Standard Portal Applications 

As of WISKI version 7.4.7 SR16 a KISTERS Portal install will be supplied with the standard WISKI. The Portal will 
include the two standard applications, applications metrics, which is intended to improve system monitoring and the 
process analytics application, which improves the ability to view and analyse log files as well as trace imports into the 
system.  

Best of all, application metrics and process analytics are included in the standard WISKI license and will not have any 
additional licence costs.  

Application Metrics 

The application metrics are used to monitor the state of a WISKI system and gives an overview of the application 
which is especially important when the system is under high load. The KiGetMetrics application collects the metrics, 
imports the metrics in WISKI as time series and displays the results in the portal.  

 

 

mailto:wiski-support@kisters.com.au
http://kisters.com.au/downloadswiski.html
http://kisters.com.au/
mailto:Wiski-Support@kisters.com.au
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The application metrics visualises a number of metrics such as the status of the import and calculation queues, the 
imports in the last hour and an historical overview of imports into the system.  

 

 

 

With this information, the WISKI administrator can gain an in depth understanding of the current state of the 
system, the historical load on the system, the amount of data being imported and the ability to see if imports or 
calculations are failing. The metrics are visualised as time series, last value indicators or heat maps which offer a 
quick identification of situations above. 

 

Queue data 

Imports last hour 

Last values 

Queue data heat map 
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Process Analytics 

The process analytics helps the WISKI administrator to get an overview of the import process, by analysing and 
displaying the content of import related log files. The content of the log files are harvested in an elastic search 
database and then displayed by the process analytics application in the Portal.  

 

 

 

The process analytics allow the filtering of the log messages based on time, type or content. Relevant log messages 
are displayed in the main window of the process analytics applications. An overview of the types of log messages is 
also shown, giving an indication of the number of warnings (orange marked) or errors (red marked) that are being 
encountered in the logs.  

 

 

 

The Process Analytics main target is not to generate metrics; its main purpose is to get a good overview by a 
visualisation called the process chain. Each log entry can be expanded by double clicking. The message view will then 
give an overview of all related logs, and show the process chain, visualising the flow of the data. Particularly, where 
there are errors, this application will simplify the detection of where exactly the problem has occurred, as the steps 
in the data flow are clear. The display of all related log messages indicates at what step exactly the failure occurred.  

Filter Log messages 

Statistics 
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These next generation management applications should be available with the next update, for the majority of our 
WISKI customers (see WISKI release management above). 

Offline Data Capture with FieldVisits 

The offline data capture tool Field Visits (FV) was introduced prior to our customers and is now available as solution 
for field staff. The main advantage of FV in comparison to other off-line data capture tools is that Field Visits knows 
about WISKI structures. The application can connect online or offline to WISKI so that predefined tour data with 
associated key lists, station characteristic and equipment information are additionally transferred. In addition, once 
collected field data is uploaded to WISKI it is available as observation with all associated meta data and directly 
converted to time series data to allow the comparison with continuously measured data. 

The main menu of FV offers an intuitive interface with the following functions (see below): 

Log messages 

Process chain 
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The main menu (1 in screen shot above) gives quick access to available tour data, displays the station list of loaded 
tours or allows selecting the stations which were already visited and where data was collected. It also gives access to 
the ‘Settings’ which define to which WISKI DB the FieldVisits application will connect. 

For tour data the import and export from and to WISKI (see 2 and 3) is possible online and offline. The available tours 
are pre-defined in WISKI as time series groups. A list of all imported tours (see 4) is available in the tour overview 
with the selection of what tour you are working on. 

Once a tour is selected FieldVisits supplies data entry masks for parameters you want to enter. The application leads 
through station by stations with several options to enter the data measured for specific parameters. Additionally, to 
the measured value entries station and parameter remarks such as ‘station not accessible’ or weather conditions can 
be pre-selected from drop-downs (key lists in WISKI). The data entry can be checked that only numerical inputs are 
possible and against possible value ranges (maximum and minimum check). 

The data entry is optimised for fast data entry offering tabular, horizontal and vertical data entry options. Tabular 
entry is sufficient when you enter a few parameters for a specific station. Vertical entry is your best option when you 
have many stations and only one parameter to enter. If you are entering multiple time series for one parameter, the 
horizontal data entry (as in the example below) is your best option. 

In the example below the left side shows the WISKI tree structure with several observed time series (yellow marked) 
and the equivalent value entry in the FV form.  
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The time series (as in the figure above) are automatically updated with the observed visits data. The visits data is 
stored for each station under the ‘Field visits’ node and keeps all information related to the visit such as: 

 When the visit was done  

 All values of the readings (single or multiple) 

 All information regarding observation and maintenance of the station 

 

Field Visist offers in the recent version forms for surface and groundwater readings, dam operation and maintenance 
tours. The Field Visits application will be in the next version extended to water samples and field trip planning. 

If you are looking for a field data entry tool which directly links with WISKI and gives you the option to enter your 
water samples and biological observations in the future … FV is your best bet.  

Data Access Management using KiWIS and the Water Portal 

Overview 

KISTERS has recently developed a data access system, which allows users to manage, monitor and restrict request 
over KiWIS to the WISKI DB. The application monitors KIWIS request in KiQS and SOS2 using an elastic search DB and 
an authorisation system. 

The application is developed as a Portal application and comprises: 

 API Monitor to monitor the amount of traffic being generated on the system as well as how many visitors a 
system is receiving and a 
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 API Manager to create the authorised user access and manage the amount of data a registered user or 
visitor can receive 

Features 

KiWIS tracks all requests and associates them with a cost (specific token amount for each KiWIS call or value 
request). These costs can be used to enforce limits on individual users. Users come in three different types:  

 API users are provided with a unique key to identify themselves. This key provides them with monitored 
access. 

 Referrer users are external or internal systems that provide a service that uses KiWIS. The KISTERS Water 
Portal for instance would be identified as a Referrer and provided with appropriate limits to match its 
requirements. 

 IP users are unidentified and all of them have the same limit. 

The credits used for each request can be customised. The API users have custom WISKI users associated with their 
accounts that provide them with unique data sets. Authentication is performed using OAUTH2.  

API Manager 

The API Manager is the GUI to set default limits for user types. In the application, the usage limits and datasource 
access for API and Referrer users are defined. The API users have the additional option of setting expiry times for 
their accounts and which WISKI user should be used in WISKI (see screen shot below). The API Manager also gives 
access to the API users’ private keys and allows removing a user’s access privileges. Additionally, the API manager is 
where the removal of old data on a user class basis is controlled. 

 

 

API Viewer 

The API Viewer is the application to visualise the data usage of the system. The data views can be grouped by user 
class in a daily or monthly view, using either a chart or a table format. The data can also be downloaded in csv for 
further usage. Additionally, a breakdown of the usage per user or IP is possible to monitor individual data usage and 
access. 

Below a typical daily overview is shown which consists of API user (in blue) and IP user (in green). The values show 
the total amount of tokens used in a day. The tokens represent the KiWIS KiQS and SOS2 requests done on that day. 
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The system will be implemented at the Bureau of Meteorology to control and monitor the data access to water data 
available over Water Data Online and the SOS2 service. 

New KiECO configuration Options 

New explorer view for KiEco configuration 

KiEco metadata configuration can now be accomplished via a dedicated explorer view. To add this explorer view 
goto : 

\\System view\System metadata\Management\Explorer navigation\Explorer view 

Right click and select Add 

 

Select the built in KiEco configuration explorer view: 
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The explorer view will then appear in the 
explorer view drop down. 

 

 

 

The configuration is divided into 3 different sections: 

 

 Metadata 

 Samplings 

 Observables 
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Here the KiEco types, attributes, key lists and objects can be customise for each part of the KiEco hierarchy. Study 
areas, sampling areas, parameter types and taxa are also managed here. When defining key list types the user now 
has the ability to directly goto the value of the type via the values button at the bottom of the form: 
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Staff News 
Peter Heweston (FAHA) 

At the recent AHA conference dinner in Canberra Peter Heweston was awarded the honour of Fellow of the 
Australian Hydrographers Association in recognition of his career contribution to hydrology in Australia. The award 
came as a complete surprise to him, although it seems everyone else on the KISTERS table was in the know! 

While Peter was pleased and honoured to receive such a prestigious career award, he wants it known that rumours 
of his imminent retirement or death are decidedly premature. He has no intention of leaving the stage anytime soon, 
and hopes that he and Trevor Magnusson, his colleague and partner in Hydstra crime, have many years of productive 
development ahead of them. With any luck he hopes to become the Dame Maggie Smith of the hydrological world - 
always ready with an acerbic aside as he ages disgracefully. 

 

Peter Heweston FAHA  

 

Thibault Courtois  

For the last few months Thibault Courtois  has been working as an intern with KISTERS Australia. Thibault is in his 
third year of studies at EFREI Paris, one of the leading engineering universities in France. He has been working with 
us on a project to investigate using Amazon's Lambda serverless technology as a data collection platform. It has 
involved learning about the AWS world, as well as picking up enough Python and Linux to complete what has turned 
out to be a successful project. He has also learned some Perl on the way as well, to complete his rounded KISTERS 
education! 

Thibault returns to France in December, and we wish him well with his future studies. 

https://www.efrei.fr/
https://aws.amazon.com/lambda/
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Thibault Courtois 

 

As a true French man … he likes a baguette with butter! 
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KISTERS Christmas Party Cruise 

This year KISTERS celebrated our Christmas party with a dinner cruise on Lake Burley Griffin. The weather was 
perfect, the presents suitably tacky, and a fun time was had by all. 

 

Bill and Wendy Steen 

 

Paul and Val Sheahan 

 

A Perfect Evening for a Cruise 

 

Secret Santa Strikes Again 

 

Debbie Cockburn 

 

Say Cheese! 
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Information
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KISTERS Pty Ltd and edited by 
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(www.mailchimp.com) 
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http://www.kisters.com.au 

All personal KISTERS Pty Ltd email 
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firstname.lastname@kisters.com.
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Phone: +61 2 6154 5200 
Fax: +61 2 6288 9061 
Email: support@kisters.com.au 

Hobart 

Unit 6, 7-9 Franklin Wharf, 
Hobart, TAS, 7000 

GPO Box 1390 
Hobart, Tas. 7001 
Email: support@kisters.com.au 

Hyquest Solutions 
Australia Pty Ltd 

PO Box 332 
Liverpool BC, 1871, NSW, Australia 
48-50 Scrivener St 
Warwick Farm, NSW, 2170 
Ph: +61 2 9601 2022 
Fax: +61 2 9602 6971 
Email: 
sales@hyquestsolutions.com.au 

Hyquest Solutions New 
Zealand Ltd 

PO Box 15 169 
Dinsdale  
Hamilton 3243 New Zealand 
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Waikato Innovation Park 
Ruakura Lane 
Hamilton 3214 New Zealand 

Phone: +64 7 857 0812 (DDI) 
Fax: +64 7 857 0811 
Mobile: +64 21 489 617 

Email: 
sales@hyquestsolutions.co.nz 

Sacramento 

KISTERS North America 
1520 Eureka Road, Suite 102 
Roseville, CA 95661 USA 
Phone:  +1 916 723 1441 
Fax:  +1 916 723 1626 

Aachen 

KISTERS AG 
Pascalstrasse 8+10 52076 Aachen 
Nordrhein-Westfalen, Germany 
Phone: +49 (0)2408 9385 0 
Fax: +49 2408 9385-555 
Email: info@kisters.de 

Africa 

Gina Gaspar 
AQUATRES 
Email:  aquatres.sa@gmail.com 
Mobile:  +27 82 713 8491 

France 

RHEA SAS 
Green Park 
11, rue du Vieux Pont 
92000 Nanterre, France  
Phone: +33 1 30 71 62 54 

Italy  

Temistocle Li Vigni, General 
Manager  
GEOSPHERA Hi-Tech Supplies  
85 Via Panoramica  
Ercolano (NA) 80056 - ITALY  
Web: http://www.geosphera.com  

Phone: +39 081 777 9541,  
Fax: +39 081 739 2596  
Mobile: +39 335 601 3998  
Email: geosphera@geosphera.com 

Spain 

C / Gabilondo Nº15 Principal 
E-47007 Valladolid, Spain 
Phone: +34 983-228134 
Fax: +34 983-276876 

Shanghai 

KISTERS Shanghai Software 
Development Co., Ltd. 
504, No. 438, Pudian Rd.,  
Pudong New Area 
200122 Shanghai 
China 
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